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Abstract. Efficient implementations of RSA on computationally lim-
ited devices, such as smartcards, often use the CRT technique in com-
bination with Garner’s algorithm in order to make the computation of
modular exponentiation as fast as possible. At PKC 2001, Novak has pro-
posed to use some information that may be obtained by simple power
analysis on the execution of Garner’s algorithm to recover the factor-
ization of the RSA modulus. The drawback of this approach is that it
requires chosen messages; in the context of RSA decryption it can be re-
alistic but if we consider RSA signature, standardized padding schemes
make impossible adaptive choice of message representative.
In this paper, we use the same basic idea than Novak but we focus
on the use of known messages. Consequently, our attack applies to
RSA signature scheme, whatever the padding may be. However, our
new technique based on SPA and lattice reduction, requires a small
difference, say 10 bits, between the bit lengths of modulus prime factors.

Keywords: Simple Power Analysis, RSA signature, factorization, LLL
algorithm.

1 Introduction

Since the introduction in 1996 of the timing attacks by Kocher [5], many papers
have considered various side channel attacks and the potential countermeasures.
Side channels attacks allow to extract some information on the manipulated data
which can be used to recover secret data. This general kind of attacks can be
divided into several different techniques: timings attacks [5], or Simple Power
Analysis (SPA) and Differential Power Analysis (DPA), both introduced in 1999
by Kocher, Jaffe and Jun [6]. Lots of countermeasures have been proposed against
such attacks but addressing all weaknesses when implementing an algorithm is
a hard task. Power attacks are very difficult to prevent, and thus, most of the
time, countermeasures do not suffice to thwart all of them.

In the public key setting, many papers have focused on the security of cryp-
tosystems against such side channel attacks [5,11,10]. In particular, the RSA
signature and encryption schemes have been mainly studied. To sign a message
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M with RSA, M is first transformed using appropriate padding scheme and hash
function into a representative m ∈ ZN , where N is the product of two primes
p and q. Then md mod N is computed, where d is the secret key of the signer.
This yields the signature for the message M .

Side channel attacks on RSA extract information from the exponentiation
step. For example, by precisely measuring the time it takes for the cryptographic
device to perform the RSA signature, an attacker can recover the secret key, as
shown by Kocher in [5]. This timing attack can be mounted against naive im-
plementations of RSA using the repeated square and multiply algorithm. The
attack recovers the secret exponent d, one bit at a time. Indeed, for each non zero
bit on the secret exponent d, an additional multiplication is performed. Analyz-
ing differences between running time for various input values reveals the secret
key. Another classical way to attack basic RSA implementation is to use SPA
technique that consists in measuring the power consumption during exponen-
tiation [3]. Since power consumption also allows to determine if the additional
multiplication is done, all bits of the secret exponent can be recovered by moni-
toring only one exponentiation.

Optimized implementations are also subject to attacks. The Chinese Remain-
der Theorem is a well-known technique to optimize RSA exponentiation. In a
CRT implementation, the signer first computes separately the signature modulo
each prime factors p and q. He then uses the Chinese Remainder Theorem to
compute the signature S mod N . Since the size of p and q is about half the size
of N , CRT exponentiation is about four times faster than direct exponentiation.
The first attack on RSA-CRT has been presented in 1997 by Boneh, DeMillo
and Lipton [1]. It is based on fault injection during computation. By using a
valid signature for a message and a faulty one, the modulus N can be efficiently
factored. A timing attacks against RSA with the Chinese Remainder Theorem
(CRT) is also possible [11], when the Montgomery algorithm is used for squaring
and multiplication operations. Recently, Novak [10] has described an adaptive
chosen message attack against smart cards implementations of RSA decryption
when the Garner’s algorithm implements the CRT. This attack is based on a
simple power analysis (SPA). The power consumption of the card leaks infor-
mation on the secret manipulated data. The cryptanalyst goal is to relate such
information to the bits of the secret key. Although this attack can be mounted
against RSA decryption scheme, it is not realistic in practice against the RSA
signature scheme. Indeed, a padding scheme is used in practical implementations
and then chosen inputs attacks cannot be made.

In this paper, we show how to extend this attack to the case of RSA signature
based on any encoding scheme, such as PKCS#1 [7]. In particular we show that
with a simple power analysis, if the RSA modulus N = pq is such that q < p/2�,
the RSA factors p and q can be recovered by performing 60 × 2� signatures
on average. The value � should be larger than an explicit bound we precise in
this paper. These signatures can be computed on any messages, not necessarily
chosen by the adversary.
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– Input: A message M to sign, the private key (p, q, d),
with p > q, the pre-calculated values dp = d mod p − 1,
dq = d mod q − 1, and u = q−1 mod p.

– Output: a valid signature S for the message M

1. Encode the message M in m ∈ ZN (with PKCS#1)
2. Compute sp = mdp mod p
3. Compute sq = mdq mod q
4. Set t = sp − sq

5. If t < 0 then t← t + p
6. Compute S = sq + ((t · u) mod p) · q
7. Return S as a signature for the message M

Fig. 1. The RSA-CRT signature generation with Garner’s algorithm

In the next section, we briefly describe the RSA-CRT signature scheme im-
plemented with the Garner’s algorithm. Then, we develop a new technique to
factor N when having access to a set of special form integers modulo N . In
section 4, we precisely describe the attack and how to collect such special form
RSA signature. We also give practical results on experiments. Finally, we propose
classical countermeasures to thwart this attack.

2 RSA Signature Scheme

Let N = pq an n-bit RSA modulus. The public key of the signer is denoted
by (N, e) and the private key by (p, q, d), where e and d are such that e · d =
1 mod (p − 1)(q − 1). Let M be a message to sign. A signature for M is S =
md mod N , where m is deduced from M by an encoding scheme, randomized or
not, such as PKCS#1 for example [7]. To check if a signature S is valid for M , a
verifier simply computes m and checks if the equality m = Se mod N holds. Note
that the encoding step is mainly used in practice to avoid some basic attacks on
RSA. The requirement on the encoding scheme is that the outputs are uniformly
distributed in ZN .

Smart cards implementations of RSA frequently use the Chinese Remainder
Theorem to speed up the computation of S = md mod N . The Garner’s algo-
rithm is an efficient method to determine the signature S from sp = S mod p
and sq = S mod q. This algorithm does not require any reduction modulo N
but uses instead reductions modulo the factors p and q. It is thus more efficient
than the classical implementation of the CRT. A detailed description of this al-
gorithm can be found in [9] and in [4]. In figure 1, we describe the RSA signature
generation using the Garner’s algorithm.

Step 5 of this algorithm needs some explanation: we first remark that the
value t computed at the previous step may be negative, since, as we assume



Attacking Unbalanced RSA-CRT Using SPA 257

q < p, it lies in the range [−q, p]. However, the modular multiplication tu mod p
has to be performed in the next step. Since inputs for modular multiplications
have to be already reduced in the range [0, p − 1], if t is negative, p should be
added so that t > 0. Therefore step 5 consists in computing t mod p before the
modular multiplication with u.

In [10], Novak has described a method to factor an RSA modulus when the
Garner’s algorithm is used for CRT. This attack applies to the RSA encryption
schemes. It is based on the observation that, for a message m encrypted into
c, if mp = cdp mod p is smaller than mq = cdq mod q, step 5 of the decryption
algorithm (similar to 5 of the signature generation in 1) is performed. Otherwise,
no addition is made in this step. The analysis of the power trace gives the
information on the execution of such a conditional step. In other words, using
a SPA analysis, an adversary is able to detect whether the addition t ← t + p
is performed, and then to deduce if mp < mq. This information allows a binary
search to recover the factor p: an attacker searches for a plaintext m such that
m mod p < m mod q and (m− 1) mod p ≥ (m− 1) mod q. Such a plaintext can
be efficiently found with a binary search combined with a simple power analysis.
Once m is found, Novak has remarked that m is in fact a multiple of the factor
p that can then be deduced as the GCD of m and the modulus N . However, this
attack is only possible in a chosen-plaintext scenario. Thus it cannot be made
in practical implementations of the RSA signature scheme due to the encoding
step. Indeed, an adversary is still supposed to choose the message M to sign
but does not have enough control over the encoding m of M , particularly when
randomization techniques are used.

In the following we show how to recover the factor q using this leaked infor-
mation even if a padding scheme is used. However, we require the prime factors
of the modulus to be slightly unbalanced.

3 Lattice Based Techniques

3.1 Preliminaries on Lattices

We denote by ‖x‖ the Euclidean norm of the vector x = (x1, . . . , xd+1), defined

by ‖x‖ =
√∑d+1

i=1 x2
i . Let v1, . . . ,vd, be d linearly independent vectors such that

for 1 ≤ i ≤ d, vi ∈ Z
d+1. We denote by L, the lattice spanned by the matrix

V whose rows are v1, . . . ,vd. L is the set of all integer linear combinations of
v1, . . . ,vd:

L =

{
d∑

i=1

civi, ci ∈ Z

}

Geometrically, det(L) is the volume of the parallelepiped spanned by v1, . . . ,vd.
The Hadamard’s inequality says that det(L) ≤ ‖v1‖ × . . .× ‖vd‖.

Given 〈v1, . . . ,vd〉 the LLL algorithm [8] will produce a so called “reduced”
basis 〈b1, . . . ,bd〉 of L such that

‖b1‖ ≤ 2(d−1)/2 det(L)1/d (1)
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in time O(d4 log(M)) where M = max1≤i≤d‖vi‖. Consequently, given a basis of
a lattice, the LLL algorithm finds a short vector b1 of L satisfying equation (1).
Moreover, we assume in the following that the new basis vectors are of the same
length and also have all their coordinates of approximatively the same length.
Indeed, a basis for a random lattice can be reduced into an almost orthonormal
basis. Therefore, ‖bi‖ ≈ ‖b1‖ for 1 ≤ i ≤ d, and so ‖bi‖d ≈ det(L).

3.2 Factoring Using LLL

In the following we describe a new method, based on lattice reduction, to factor
a modulus N given some special form integers si in ZN .

Let N = p× q be an RSA modulus such that p and q are two prime integers.
Let s1, s2, . . . , sd be d integers from ZN . For each si, we consider its euclidian
division by p. ∀i ∈ [1, d], we can write si = ri + ui× p with ri ∈ Zp and ui ∈ Zq.
Let us assume that, instead of being distributed all over the set Zp, the ris values
are smaller than a bound A < p/2. We further consider the lattice L spanned
by the d + 1 rows of the following matrix:




N 0 . . . . . . 0

0 N
. . .

...
...

. . . . . . . . .
...

0 . . . 0 N 0
−s1 −s2 . . . −sd A




Theorem 1. Assuming the LLL algorithm returns the shortest vector of a lat-
tice, the reduction of lattice L computes the factorization of modulus N with
probability > 1− ε0 if the bit-length difference between p and A is such that

log p− log A > max
(

log q − log ε0 − 0.105
d

+ 2.047, log
(
2
√

d + 1
))

As an example, for a 512-bit prime factor q and a probability of success of
the algorithm > 1− 2−10, we obtain a minimum log p− log A ≈ 10.4 for d = 60.
Note that this minimum does not strongly depend on the size of q and is about
5 bits for any cryptographic size of this factor.

Sketch of proof. [A complete proof is proposed in appendix A]
By definition of the lattice L, a vector of L is an integer combination of the rows
of the matrix. In other words, we may define the lattice in the following way :

L =
{
(c1N − cs1, c2N − cs2, . . . , cdN − csd, Ac) ; (c1, c2, . . . , cd, c) ∈ Z

d+1}

For a fixed choice of the integer coefficients (c1, c2, . . . , cd, c), we note

b(c1, c2, . . . , cd, c) = (c1N − cs1, c2N − cs2, . . . , cdN − csd, Ac) ∈ L
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In other words, the lattice L is the set of all the vectors b(c1, c2, . . . , cd, c) for
(c1, c2, . . . , cd, c) ∈ Z

d+1.
A special vector of the lattice, strongly related with the q prime factor of N ,

is “abnormally” short. The consequence is that we can expect the LLL lattice
reduction algorithm to compute this short vector.

This special vector is b∗ = b(u1, u2, . . . , ud, q), where ui is defined by division
of the si by p, and q is the other factor of the modulus N = p × q. Note that
the knowledge of b∗ immediately reveals q since its last coordinate is Aq and A
is known. The size of b∗, i.e. its euclidian norm, can be easily estimated and we
obtain ||b∗|| < √d + 1Aq.

Then, in order to prove that the vector b∗ is the shortest one, we study the
Euclidean norm of the vectors b(c1, c2, . . . , cn, c), and we prove that, if c �= q,
those vectors are larger that b∗, whatever the cis may be, for all the si but only
a very small fraction. A precise analysis, described in appendix A, leads to the
result of theorem 1.

�
Therefore the knowledge of d values s in ZN such that |s mod p| < A allows

us to factor N . In the following, we describe how SPA can be used to find such
d values in the context of RSA signature generation, with “slightly” unbalanced
modulus.

4 Application to RSA-CRT Signature Scheme

In this section, we use the results presented above to extend the chosen ciphertext
attack described by Novak in [10]. In particular, we show that if the factors p
and q of the modulus are such that |p| − |q| > �, for a given bound �, then they
can be recovered with a known message attack combined with a simple power
analysis. In the following we suppose that a SPA attack allows us to detect
if the addition of step 5 is performed during a signature generation. Such an
assumption is realistic in practice if no countermeasure is implemented, and a
detailed way to extract this information can be found in [10] and in [5].

Attack. In the previous section we have shown how the prime factors p and q of
a modulus N can be recovered, given a set of integers s in ZN such that s mod p
is less than a given bound. We apply this result by using a simple power analysis
on the RSA signature scheme in order to find these integers.

We assume that the prime factors p and q are such that |p| − |q| > �, for �
a small integer. Such an assumption is realistic in many actual implementations
since, in many descriptions of the RSA algorithm, we can find that p and q have
to be of “roughly” the same length, or “about the same bit-length”. Here, we
consider that p and q have a very small bit-length difference, about 10 bits for
an 1024-bit modulus. This does not constitute a contradiction with the usual
description of RSA, that can be interpreted in many different ways.

Let S be a signature for a random message M , computed by using the algo-
rithm described in figure 1. We suppose that the step 5 of the algorithm has been
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performed to generate the signature S. Otherwise, we choose another random
message until this step is executed. Since the optional addition has been made,
we know that sp − sq < 0. Thus, since we assume that q < p, we simply have
that sp < sq < q < p. By definition of sp = S mod p, S can always be written as
S = sp + u× p for an integer u < q. Consequently S is a candidate input to the
factoring algorithm, given in section 3.2, for the upperbound A = q on s mod p.
The problem here is that clearly, this bound is not known to the attacker. Thus,
the last entry A of the matrix cannot be explicitely given. However, A is an
upperbound on the si mod p where si is the ith input of the last row. Thus
choosing an integer A > q is a correct choice and we choose in practice A to be
the largest integer such that |A| = |q|.

To run the lattice reduction described in the previous section, we have to
find d signatures si such that si mod p is less than the bound A we choose.
We thus query the signature of messages and we perform a SPA attack on each
generation. Each signature verifying sp < sq is kept as input to the matrix. We
query the signing card until d valid candidate signatures have been found.

The number d of required signatures has to be sufficiently large, according
to the bit-length difference � between the factors p and q, and according to
the modulus length. To estimate the average number of queries made to the
signing card, we compute the probability that sp = mdp mod p is less than
sq = mdq mod q, for q < p/2�, and for random integers s ∈ ZN . We suppose
that the values s are uniformly and independently distributed in ZN . This is
verified in practice when an appropriate hash function, such as SHA-1, is used.
In this case we assume that the output m of the encoding scheme is uniformly
distributed in ZN so that s = md mod N is uniformly distributed. Let sp and sq

the values computed during the signature generation in steps 2 and 3 respectively.
We have:

Pr {sp < sq} =
q−1∑
B=0

Pr {sp < B|sq = B} · Pr {sq = B}

=
q−1∑
B=0

B

p
· 1
q

=
q(q − 1)

2pq
<

1
2�+1

where the last inequality comes from the fact that q < p/2�.
Thus in a set of 2� signatures, there is a probability of one half that at least

one of them is such that sp < sq. Detecting such a signature is possible with
a SPA attack during the signature generation: when the step 5 is performed,
we know that the signature si is a good candidate input for our algorithm, if
we write it as si = (si mod p) + uip where si mod p < p/2�. Otherwise, we
query another signature until we find a good candidate. On average, 2� trials
are needed. To have d such signatures, a set of d · 2� signatures is required.
The algorithm described in section 3.2 to factor a modulus N can then be used
with the candidate signatures as inputs. Following the analysis made above, the
number d of required signatures must be such that � ≥ log q−10

d + 2 so that the
algorithm successfully ends with probability greater than 1− 2−10. However, we
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modulus length lattice dimension average number of
in bits |p| − |q| d + 1 required signatures time to factor

8 41 213 30 s
512 7 51 213 2 min

6 61 212 14 min
10 43 215 50 min

768 9 51 215 2 min
8 61 214 15 min
12 46 217 2 min

1024 11 56 217 6 min
10 61 216 16 min
16 53 222 7 min

1536 15 56 221 10 min
14 61 220 32 min
20 53 226 11 min

2048 19 56 225 20 min
18 61 224 32 min

Fig. 2. Experimental results on the RSA-CRT with unbalanced modulus.

assume here that q < p/2�, and thus, log q = log N−�
2 . Thus, after some simple

computations we obtain:

� ≥ log N − 20 + 4d

2d + 1

Thus, if p and q are such that q < p/2� for � greater than log N−20+4d
2d+1 , we can

factor N from d×2� signatures on average and with probability at least 1−2−10.

Experimental results. In practice, the lattice dimension depends on the value �,
and on the number of available signatures. However, if the lattice dimension is
too large, then the LLL algorithm fails. Particularly, under a reasonable time,
it is not possible to run the LLL algorithm on a 100 × 100 dimensional matrix
where the entries are 1024-bit numbers.

For each modulus length, we give in figure 2 the integer � such that q < p/2�,
the dimension d+1 of the lattice, the average number of required signatures and
the time needed to recover p and q. The number of required signatures, equal
to d × 2|p|−|q|, is upperbounded by 26+|p|−|q| since we always have d < 26. The
tests have been run on an Intel Pentium IV, XEON 1.5 GHz, with the Victor
Shoup’s library NTL ([12]).

From this previous table, we show that the LLL algorithm works better
than the theoretical results indicated in section 3.2. For 1024-bit modulus, the
expected result gives � > 10. These values are realistic since a difference of 10
bits between p and q for a 1024-bit modulus means that p is a 517-bit prime
and q is a 507-bit prime number. This distance between p and q is not ruled
out by the specifications of the key generation of the RSA algorithm. It is worth
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noticing that this attack can be extended to more “secure” moduli, say 2048
bits long. Moreover, this attack can be mounted in practice since the number of
required signatures for known messages is not large, one million if n = 1536.

5 Countermeasures

Such an attack proves that an implementation of the Garner’s algorithm should
be carefully checked so that SPA or other side channels attacks should not be
possible. We now propose some countermeasures to avoid this attack.

In order to balance time execution and power consumption, dummy opera-
tions can be added. This can be done by modifying the step 4 of the algorithm as
follows: first, t is computed as sp − sq. Then, new variables t′ and t′′ are respec-
tively set as t+p and t. The step 5 is then defined as: 5. If t < 0 then t← t′,
else, t ← t′′. In this case, the implementation does not leak any information
about the difference sp − sq since the addition is always performed. The crucial
remark here is that this implementation should use a probabilistic encoding step
(Step 1 of figure 1). If not, another attack is possible: suppose for example that
PKCS#1 v1.5 is used. Thus the encoding of a message is always the same. In
this case, this countermeasure can be broken by using safe errors attacks [13].
Such attacks use fault injection at particular computational step to produce an
error during operations, possibly unused depending on some secret data. Here a
fault can be performed during the computation of t′. If the resulting signature
is not valid (the card outputs a failed error), we learn that for this signature, t′

has been used, that is t < 0. In this case, we ask again the card with the same
message without producing any error during the generation. We know that the
resulting signature is such that t < 0, since it has been computed on the same
input m. We can then use this signature as input for our algorithm.

Another classical countermeasure [2] is based on the randomization of m: a
signature s is computed on re×m. The signature for m is given as s/r mod N . In
this case, since r is kept secret, there is no relationship between the information
leaked by the card on the value t and the output signature s/r mod N . Thus, in
this case, our attack is no longer feasible. Note that it is also possible to fully
randomize all the parameters of the signature generation, as done by many ac-
tual implementations of RSA signatures: the factors p and q are randomized as
p′ = r1 × p and q′ = r2 × q and the signature s is deduced from s mod p′

and s mod q′ respectively computed as ((m mod p) + r′
1 × p)dp+r′′

1 ×(p−1) and
((m mod q) + r′

2 × q)dq+r′′
2 ×(q−1). The signature is finally given by s mod N . Due

to a full randomization of each step of the signature generation, such an imple-
mentation is not subject to our attack.

Acknowledgments. We wish to thank anonymous referees for their construc-
tive remarks and suggestions of countermeasures.
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A Proof of Theorem 1

By definition of the lattice L, a vector of L is an integer combination of the rows
of the matrix. In other words, we may define the lattice in the following way:

L =
{
(c1N − cs1, c2N − cs2, . . . , cdN − csd, Ac) ; (c1, c2, . . . , cd, c) ∈ Z

d+1}

For a fixed choice of the integer coefficients (c1, c2, . . . , cd, c), we note

b(c1, c2, . . . , cd, c) = (c1N − cs1, c2N − cs2, . . . , cdN − csd, Ac) ∈ L

In other words, the lattice L is the set of all the vectors b(c1, c2, . . . , cd, c) for
(c1, c2, . . . , cd, c) ∈ Z

d+1.
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We now show that a special vector of the lattice, strongly related with the q
prime factor of N , is “abnormally” short. The consequence is that we can expect
the LLL lattice reduction algorithm to compute this short vector.

This special vector is b∗ = b(u1, u2, . . . , ud, q), where ui is defined by division
of the si by p, and q is the other factor of the modulus N = p × q. Note that
the knowledge of b∗ immediately reveals q since its last coordinate is Aq and A
is known. Let us evaluate the size of b∗, i.e. its euclidian norm

||b∗||2 = ||b(u1, u2, . . . , ud, q)||2
= ||(u1N − qs1, u2N − qs2, . . . , udN − qsd, Aq)||2

=
d∑

i=1

(uiN − q(ri + uip))2 + A2q2

=
d∑

i=1

q2r2
i + A2q2

Since 0 ≤ ri < A, we immediately obtain that ||b∗||2 < dq2A2 + A2q2, and so
||b∗|| < √d + 1Aq.

In order to prove that the vector b∗ is abnormally short, we now show that
the other elements of the lattice L are, with overwhelming probability, larger.
With this aim in view, we define, for any integer c, the function

F(c) = min
(c1,c2,... ,cd)∈Zd

||b(c1, c2, . . . , cd, c)||

i.e., F(c) is the size of the shortest vector in L whose last coordinate is equal to
Ac. From the definition of F(c), we can derive the following expression

F(c) = min
(c1,c2,... ,cd)∈Zd

√√√√ d∑
i=1

(ciN − csi)2 + A2c2

Then, it is easy, for a fixed c, to find the cis that reach the minimum since F(c) is
the minimum of a sum of independent squares. As a consequence, the minimum
is reached when each term is as small as possible. This means that ci is the
nearest integer of csi/N ; we note

⌊
csi

N

⌉
this integer. We finally obtain

F(c) =

√√√√ d∑
i=1

(⌊csi

N

⌉
N − csi

)2
+ A2c2

We can now notice that, by definition of F(c) and b∗ = b(u1, u2, . . . , ud, q), we
have F(q) ≤ ||b∗|| < √d + 1Aq. In fact, b∗ is exactly the smallest vector with
last coordinate equal to Aq because
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F(q)2 =
d∑

i=1

(⌊qsi

N

⌉
N − qsi

)2
+ A2q2

= q2 ×
(

d∑
i=1

(⌊
ri + ui × p

p

⌉
p− ri − ui × p

)2

+ A2

)

= q2 ×
(

d∑
i=1

(⌊
ri

p

⌉
p− ri

)2

+ A2

)
= q2 ×

(
d∑

i=1

r2
i + A2

)

since, for 0 ≤ ri < A < p
2 ,

⌊
ri

p

⌉
= 0. This finally proves that F(q) = ||b∗||.

Then, we can further notice that if c >
√

d + 1× q, F(c) is obviously greater
than Ac so F(c) >

√
d + 1×q×A > F(q). We finally need to evaluate, for a fixed

c �= q, the probability that F(c) < F(q) where the probabilities are computed
when the si are uniformally distributed in

S = {r + u× p ; 0 ≤ r < A , 0 ≤ u < q} ⊂ ZN

If this probability is negligible, we can conclude that b∗ is, with overwhelming
probability, the shortest vector of the lattice.

We first notice that the distribution of the
⌊

c×si

N

⌉ × N − c × si, when si is
uniformally distributed in ZN , is uniform between −(N−1)

2 and N−1
2 . This is an

obvious consequence of the fact that
⌊

c×si

N

⌉ − c×si

N ∈ [−1/2; 1/2] and that if⌊
c×si

N

⌉×N − c× si = α for an integer α, we obtain by modular reduction that
−c× si = α mod N and thus that si = −α× c−1 mod N if c is prime with N .

If we restrict the possible values of si to the set S, the previous result implies

Dc =
{⌊csi

N

⌉
×N − csi ; si = ri + ui × p ∈ S

}
⊂

[−(N − 1)
2

,
N − 1

2

]

We can further write

Dc =
{⌊csi

N

⌉
×N − csi ; si = ri + uip , 0 ≤ ri < A , 0 ≤ ui < q

}

=
{⌊

cri

N
+

cui

q

⌉
×N − cri − cuip ; 0 ≤ ri < A , 0 ≤ ui < q

}

=
{⌊

cri

N
+

cui mod q

q

⌉
×N − cri − (cui mod q)× p; 0 ≤ ri < A, ui ∈ Zq

}

=
{⌊

cri

N
+

vi

q

⌉
×N − cri − vip ; 0 ≤ ri < A , 0 ≤ vi < q

}

Then, for any α ∈ [−(N−1)/2, (N−1)/2], if
⌊

c×ri

N + vi

q

⌉
×N−c×ri−vi×p = α

we obtain that α = −cri − vip mod N . Since vi is uniformally distributed in Zq

and α + p = −cri − (vi − 1 mod q) × p mod N , we conclude that, if α is an
element of Dc, α + p (or α + p − N if α + p > N/2) is also an element of Dc.
So, if gcd(c, N) = 1, the set Dc is a subset of

[
−(N−1)

2 , N−1
2

]
that is invariant

by (circular) translation of length p.
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Fig. 3. Graphical representation of the pairs (s1, s2) for the parameters d = 2, p = 11,
q = 7, N = 77 and A = 5. The disk of radius N∆ covers a ratio of those points that is
illustrated in figure 4.

In other words, this formalizes the idea that, if c is prime with N , the elements
ofDc are well distributed in

[
−(N−1)

2 , N−1
2

]
. As a toy example, figure 3 represents

the elements of D3 ×D3 for N = 7× 11 and A = 5.
Always with the aim of computing the probability for F(c) to be less that

F(q), if gcd(c, N) = 1, we can state that

Pr
(s1,s2,... ,sd)∈Sd

{F(c) < F(q)} < Pr
(s1,s2,... ,sd)∈Sd

{
F(c) <

√
d + 1Aq

}

< Pr
(s1,s2,... ,sd)∈Sd

{
d∑

i=1

(⌊csi

N

⌉
N − csi

)2
< (d + 1)A2q2 −A2c2

}

< Pr
(s1,s2,... ,sd)∈Sd

{
d∑

i=1

(⌊csi

N

⌉
N − csi

)2
< (d + 1)A2q2

}

Let ∆ =
√

d + 1A/p; we need to evaluate the probability

Pr
(s1,s2,... ,sd)∈Sd

{
d∑

i=1

(⌊csi

N

⌉
N − csi

)2
< N2∆2

}
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Fig. 4. Ration of points in figure 3 covered by a disk of radius N∆. The irregular
experimental curve represents the number of points covered by the disk and the smooth
curve is based on the approximation by the surface of this disk.

From the previous result on the distribution of Xi =
⌊

csi

N

⌉− csi

N in
[− 1

2 , 1
2

]
, this

probability can be approximated, for large N , by

Pr
(X1,X2,... ,Xd)∈u[− 1

2 , 1
2 ]

{
d∑

i=1

X2
i < ∆2

}

where the Xis are independent and uniformally distributed over
[− 1

2 , 1
2

]
. If 0 ≤

∆ < 1
2 , this probability is equal to the volume of the d-dimensional ball of radius

∆. Figure 4 provides a graphical illustration of this fact, using the toy example
of figure 3. If d is even, this volume is equal to πd/2∆d/(d/2)!.

Note that this approximation of the number of points in the ball of radius
N∆ (see figure 3) using the volume of this ball is very good for values of c that
are relatively prime with q, even if the repartition of the points is not perfectly
uniform. This is mainly due to the compensation of local errors of estimation.
When c = q, such a compensation does not apply and the approximation can
no longer be used. Then, using the well-known Stirling formula, we obtain the
upper-bound

Pr
(s1,s2,... ,sd)∈Sd

{
d∑

i=1

(⌊csi

N

⌉
N − csi

)2
< N2∆2

}
<

(
2eπ∆2

d

) d
2

× 1√
dπ
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We finally obtain

Pr
(s1,s2,... ,sd)∈Sd

{F(c) < F(q)} <

(
2eπ∆2

d

) d
2

× 1√
dπ

Note that this is true only if ∆ < 1
2 , i.e., if A < p

2
√

d+1
. In other words, in

order to make the proof correct, this means that the difference − log(A/p) of
bit-length of p and A must fulfill the inequality − log

(
A
p

)
> log

(
2
√

d + 1
)

Using the fact that
(

d+1
d

)d
< e, we finally obtain an upper bound of the

probability for F(c) to be smaller than F(q)

Pr
(s1,s2,... ,sd)∈Sd

{F(c) < F(q)} <

(
2eπA2

p2 × d + 1
d

) d
2

× 1√
dπ

<

√
e

dπ

(√
2πe

)d
(

A

p

)d

The last step is to estimate for which values of the parameters we can consider
that F(c) > F(q) = ||b∗|| for any c �= q. Let P0 = 1 − ε0 be a lower bound of
the probability for b∗ to be the smallest vector of the lattice. From the previous
results, using an approximative argument of independence of the probabilities
for different values of c, we deduce

Pr
(s1,s2,... ,sd)∈Sd

{∀c �= q F(c) > F(q)} >

(
1−

√
e

dπ

(√
2πe

)d
(

A

p

)d
)√

d+1×q

If ε0 >
(√

d + 1× q
) ×√

e
dπ

(√
2πe

)d
(

A
p

)d

, the last expression is greater than
P0. Thus, the inequality can be reworded as follows

− log
(

A

p

)
>

1
d

(
1
2

log
(

d + 1
d

)
− log ε0 + log q +

1
2

log
( e

π

)
+ d log

(√
2πe

))

>
log q − log ε0 + 1

2 log
(

e
π

)
d

+ log
(√

2πe
)

In other words, this means that, if the difference − log(A/p) of bit-length of p and
A is larger than log q−log ε0−0.105

d + 2.047, the algorithm finds q with probability
> 1− ε0, assuming that LLL returns the shortest vector of the lattice.
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