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Abstract. Designing a new application of knowledge discovery is a very
tedious task. The success is determined to a great extent by an adequate
example representation. The transformation of given data to the exam-
ple representation is a matter of feature generation and selection. The
search for an appropriate approach is difficult. In particular, if time data
are involved, there exist a large variety of how to handle them. Reports
on successful cases can provide case designers with a guideline for the de-
sign of new, similar cases. In this paper we present a complete knowledge
discovery process applied to insurance data. We use the TF/IDF repre-
sentation from information retrieval for compiling time-related features
of the data set. Experimental reasults show that these new features lead
to superior results in terms of accuracy, precision and recall. A heuris-
tic is given which calculates how much the feature space is enlarged or
shrinked by the transformation to TF/IDF.

Keywords: preprocessing for KDD, insurance data analysis, customer
relationship management, time-stamped data

1 Introduction

Insurance companies collect very large data sets, storing very many attributes
for each policy they underwrite. The statistical analysis of their data has a long
tradition ranging from the analysis of catastrophe insurance [1] and property
and casuality insurance [2] to health insurance [3, 4]. The statistical methods
are regularly used in order to model the credibility of customers, the amount
of a single payment claimed, and the number of payments within a time span
[5]. More recently, insurance companies also ask for data analysis in the context
of their customer relationship management [6]. Direct marketing for cross- and
up-selling is one of the current goals for data analysis. A special case is churn
prediction, i.e. the prediction of policy termination before the end date. If those
groups of customers or policies can be detected where the risk of churn is high,
particular marketing actions can be pursued in order to keep the customers.
Given this goal, it is not sufficient to model the distribution of churn or its
overall likelihood, but policies or customers at risk should be actually identified.
Then, the insurance salesmen can contact them. Along with the recent trend

J.-F. Boulicaut et al. (Eds.): PKDD 2004, LNAI 3202, pp. 325–336, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



326 Katharina Morik and Hanna Köpcke

of customer relationship management, insurance companies move beyond sta-
tistical analysis. Knowledge discovery in insurance databases now builds upon
datawarehousing projects in insurance companies (see, e.g., [7]).

In this paper, we want to present a knowledge discovery case whose solution
was hard to find. We were provided with time-stamped data from the Swiss
Life insurance company. There are many ways to handle time-related data, e.g.,
[8–13]. It is hard to select the appropriate approach [14]. The first question is,
whether we actually need to handle the time information. There are cases, where
the particular dates do not offer any additional information for the data anal-
ysis. A snapshot of the current state is sufficient for the prediction of the next
state. In our case, ignoring the history of contracts did not succeed. Hence, we
needed to take into account the time information. Since time was not given by
equidistant events as in time series but by time-stamped changes to a contract,
a promising approach is to learn event sequences. Another approach which has
shown advantages in some knowledge discovery cases is the compilation of the
time information into features. There are several compilation methods (e.g. win-
dowing, single value decomposition [15]). We used the TF/IDF representation
[16] from Information Retrieval to compile the time information into features. By
the presentation of this case study we hope to offer a guideline for similar cases.
Insurance is an important sector and, hence, many similar cases should exist.
Moreover, we have turned the analysis into an efficient heuristic which applies to
the raw data and estimates the size of the feature space after the transformation
into TF/IDF attributes. The paper is organized as follows. First, we describe
the insurance application in Section 2. Second, in Section 3 we describe the first
experiments focusing on handling the history of contracts. Third, we describe
the successful case in Section 4.1 and explain the effect of TF/IDF features to
the size of the data set. We conclude by a proposal to gather successful cases of
knowledge discovery at an abstract level and discuss related work in Section 5.

2 The Insurance Application

In the course of enhanced customer relationship management, the Swiss Life
insurance company investigated opportunities for direct marketing [17]. A more
difficult task was to predict churn in terms of a customer buying back his life
insurance. Internal studies at the insurance company found that for some at-
tributes the likelihood of churn differed significantly from the overall likelihood.
However, these shifts of probabilities cannot be used for classification. Hence,
we worked on knowledge discovery for the classification into early termination
or continuation of policies. The discovered knowledge then selects customers at
risk for further marketing actions and provides a basis to calculate the financial
deposits needed in order to re-buy policies.

2.1 The Data

For the knowledge discovery task of churn prediction we received an anonymised
excerpt of the data-warehouse of Swiss Life. The database excerpt consists of
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12 tables with 15 relations between them. The tables contain information about
217,586 policies and 163,745 customers. The contracts belong to five kinds of
insurances: life insurance, pension insurance, health insurance, incapacitation
insurance, and funds bounded insurance. Every policy consists of average of
2 components. The table of policies has 23 columns and 1,469,978 rows. The
table of components has 31 columns and 2,194,825 rows. Three additional tables
store details of the components. The policies and components tables are linked
indirectly by an additional table. If all records referring to the same policy and
component (but at a different status at different times) are counted as one, there
are 533,175 components described in the database. Concerning our prediction
task, we can characterize the data in the following way:

Skewed data: Churn is only observed in 7.7% of the policies. Hence, we have
the problem of skewed data [18].

High-dimensional data: Overall there are 118 attributes. If for the nominal
attributes, their values would be transformed into additional Boolean at-
tributes, we would have 2,181,401 attributes. In such a high-dimensional
space visual data inspection or regular statistical methods fail. Even the
mySvm which is well suited for high-dimensional data cannot handle this
number of attributes.

Sparse data: If the attribute values would be transformed into Boolean at-
tributes, many of the attribute values would be zero.

Homogeneous accross classes: Those attribute values occurring frequently
do so in the churn class as well as in the regular class.

All these characteristics contribute to the hardness of the knowledge discov-
ery task. It becomes clear that the primary challenge lies in the mapping of
the raw data into a feature space which allows an algorithm to learn. The fea-
ture space should be smaller than the original space, but should still offer the
distinctions between the two classes, early termination of the contract and con-
tinuation. Finding the appropriate representation becomes even harder because
of the time-stamps in the database. Each policy and each component may be
changed throughout the period of a policy. For every change of a policy or a
component, there is an entry in the policy table with the new values of the fea-
tures, a unique mutation number, a code representing the reason of change, and
the date of change. This means, that several rows of the policy table describe the
history of the same policy. Each policy is on average changed 6 times, each com-
ponent on average 4 times. Figure 1 shows the columns of the policy table which
represent the time-stamps. The attribute VVID is the key identifying a contract.
The attribute VVAENDNR is the unique number for a change. The attribute
VVAENDART represents the reason of change. The attribute VVAENDDAT
gives the date of change. As mentioned above, there are three alternative ap-
proaches to handling time-stamped data. The first choice that is successful quite
often, is to ignore the time information. In our case, this means to select for
each contract the row with the latest date (Section 3.1). The second choice is to
explicitly model the sequential structures. In our case, this means that for each
attribute of a contract, the begin date and the end date of a particular attribute
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Fig. 1. Extract of the policy table

value form a time interval (Section 3.2). The third choice is to compile the time
information into the representation. Here, we counted for each attribute how
often its value changed within one contract (Section 4).

3 First Experiments

3.1 Predicting Churn Without Time Information

Feature selection from the given database attributes is hardly obtained without
reasoning about the application domain. Our first hypothesis was, that data
about the customers could indicate the probability of contract termination. In
this case, the changes of the contract components can be ignored. Therefore, we
applied decision tree learning and mySvm to customer data, sampling equally
many customers who continued their policy and those who re-bought it1. 10 at-
tributes from the customer tables were selected and a Boolean attribute churn
was generated from the raw data. The resulting set of eleven attributes was trans-
formed into the input formats of the learning algorithms. Decision tree learning
achieved a precision of 57% and a recall of 80%. mySvm obtained a precision
of 11% and a recall of 57% with its best parameter setting (radial kernel) [21].
Trying association rule learning with the conclusion fixed to churn, did deliver
correlated attributes. However, these were the same correlations that could be
found for all customers [21]. The description of customers in the database does
not entail the relevant information for predicting early contract termination.
Changes in a customer’s situation, e.g., buying a house, marriage, or child birth

1 For decision tree and association rule learning we used weka [19], for support vector
machine we used mySvm [20].
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is not stored. These events can only indirectly be observed by changes of the
policy or its components.

In a second experiment we focused on the components table. From the 31
database attributes of the components table, 7 attributes which are just foreign
keys, or code numbers, or the start and end date of a component state were
ignored. 24 attributes of the components table were combined with a year (1960
- 2002), stating when this attribute was changed. Some of the 1008 combinations
did not occur. The resulting table of 990 columns plus the target attribute churn
shows in each row the complete set of changes of a component and whether the
corresponding policy was re-bought, or not. Learning association rules with the
conclusion fixed to churn clearly showed the peak of changes at 1998 where
the Swiss law changed and many customers re-bought their contracts. Other
changes were just the procedure of contract termination, such as finishing the
component and the payment. Using mySvm , 44% precision and 87% recall were
achieved using a linear kernel. These results show either that the data do not
entail relevant information for churn prediction, or the representation prepared
for learning was not well chosen. The first experiments were sufficient, however,
to select only attributes that describe policies and no longer search within the
customer data for reasons of early policy termination.

3.2 Predicting Churn on the Basis of Time Intervals

Taking into account the time aspect of the contract changes was considered an
opportunity to overcome the rather disappointing results from previous exper-
iments. There, time was just part of an attribute name. Now, we represented
time explicitly. The time stamps of changes were used to create time intervals
during which a particular version of the policy was valid. Relations between the
time intervals were formulated using Allen’s temporal relations [22]. Following
the approach of Höppner [23] who applies the Apriori algorithm to one win-
dowed time series [24], a modification to sets of time series has been implemented
[25]. For each kind of an insurance, association rules about time intervals and
their relations were learned according to two versions of time. The first version
handles the actual dates, finding (again) that according to a change of Swiss
law many customers bought back their contracts around 1998. The second ver-
sion normalises the time according to the start of the contract such that time
intervals of changes refer to the contract’s duration. By filtering out the policies
around 1998 we intended to prevent the analysis from misleading effects of the
law change. Typical patterns of policy changes were found. For example, one
rule states the following: If a component is signed and sometimes after this the
bonus is adjusted, then it is very likely that directly after the adjustment a profit
payment is prolonged. The prediction of churn was tried on the basis of both,
component data and a combination of component and policy data, applying bi-
ased sampling such that churn and continuation became equally distributed. The
rules learned from the set of histories leading to churn and the rules learned from
the set of continued policy/component histories did not differ. The same interval
relations were valid for both sets. Hence, the features representing a sequence of
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changes did not deliver a characterisation of churn. We are again left with the
question whether there is nothing within the data that could be discovered, or
whether we have just represented the data wrong for our task.

4 Using TF/IDF Features

In the first experiments we have taken into account the customer attributes, the
policy attributes, the component attributes and the time intervals for the states
of components and/or policy attributes. However, each change of a component
was handled as a singleton event. Either there was a column for an attribute
changing in a particular year, or there was a time interval for a state of an at-
tribute. Given the yearly time granularity of the database, a component attribute
can only change once in a year. Similarly, the time intervals were unique for one
policy. Hence, we had the representation boiled down to Boolean attributes. Fre-
quencies were only counted for all policy histories during the data mining step.
Then, the values of a column were summed up, or the frequency of a relation
between time intervals in all policies was determined. Whether the same com-
ponent was changed several times within the same policy was not captured by
the representation. Counting the frequencies of changes within one policy could
offer the relevant information. It would be plausible that very frequent changes
of a policy are an effect of the customer not being satisfied with the contract.
If we transform the chosen excerpt from the raw data (about policies) into a
frequency representation, we possibly condense the data space in an appropri-
ate way. However, we must exclude the frequencies of those changes that are
common to all contracts, e.g. because of a change of law. A measure from infor-
mation retrieval formulates exactly this: term frequency and inverse document
frequency (TF/IDF) [16]. Term frequency here describes how often a particular
attribute ai of cj , the contract or one of its components, has been changed within
a policy.

tf(ai, cj) =‖ {x ∈ time points | ai of cj changed} ‖ (1)

Document frequency here corresponds to the number of policies in which ai has
been changed. The set of all policies is written C.

df(ai) =‖ {cj ∈ C | ai of cj changed} ‖ (2)

Hence the adaptation of the TF/IDF measure to policy data becomes for each
policy cj:

tfidf(ai) = tf(ai, cj)log
‖ C ‖
df(ai)

(3)

This representation still shrinks the data set, but not as much as does the Boolean
representation.

4.1 Preprocessing

The first experiments have shown that the tables describing the customers can
be ignored. We focused on the policy changes. We selected all attributes which
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describe the state of the policy, ways, number, and amount of payments, the
type of the insurance, unemployment, and disablement insurance. We ignored
attributes which link to other tables or cannot be changed (such as, e.g. the cur-
rency). As a result, 13 attributes plus the identifier from the original attributes
of the policy table were selected. One of them is the reason entered for a change
of a policy. There are 121 different reasons. We transformed these attribute val-
ues into Boolean attributes. Thus we obtained 134 features describing changes
of a policy. The TF/IDF values for the 13 original attributes we calculated from
the history of each contract. We ordered all rows concerning the same policy by
its time-stamps and compared in each column the successive values in order to
detect changes. The term frequency of an attribute is simply the number of its
value changes. For the 121 newly created features we counted how often they
occurred within the changes. It was now easy to calculate the document frequen-
cies for each attribute as the number of policies with a term frequency greater
than 0.

4.2 Results

Since churn is only observed in 7.7% of the contracts mySvm learned from a very
large sample. We performed a 10-fold cross-validation on 10,000 examples2. The
test criteria were accuracy, precision, recall, and the F-measure. If we denote
positives which are correctly classified as positive by A, positives which are
classified as negative by C, negatives that are correctly classified as negative as
D, and negatives that are classified as positive by B, we write the definitions:

Accuracy =
A + D

A + B + C + D
Precision =

A

A + B
Recall =

A

A + C
(4)

In order to balance precision and recall, we used the F -measure:

Fβ =
(β2 + 1)Prec(h)Rec(h)
β2Prec(h) + Rec(h)

(5)

where β indicates the relative weight between precision and recall. We have set
β = 1, weighting precision and recall equally. This led to an average precision
of 94.9%, an accuracy of 99.4%, and a recall of 98.2% on the test sets. We
wondered, whether these excellent results were caused by the chosen feature
space, or due to the advantages of mySvm . Therefore, we have performed 10-fold
crossvalidation also using the algorithms Apriori, J48, and Naive Bayes. Table 1
shows the results. All algorithms were trained on the original attributes and then
on the TF/IDF attributes. J4.8 clearly seleted the ’reason of change’ attributes
by its decision trees, in both representations. For mySvm , the advantage of the
TF/IDF feature space compared with the original attributes is striking. However,
for all other algorithms, the TF/IDF feature space is also superior to the original
one. The representation of input features contributes to the success of learning

2 We also tried biased sampling but this delivered no enhanced results.
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Table 1. Results comparing different learning algorithms and feature spaces

Apriori J4.8

TF/IDF attr Original attr TF/IDF attr Original attr

Accuracy 93.48% 94.3% 99.88% 97.82%

Precision 56.07% 84.97% 98.64% 96.53%

Recall 72.8% 18.39% 99.8% 70.08%

F-Measure 63.35% 30.24% 99.22% 81.21%

mySVM Naive Bayes

TF/IDF attr Original attr TF/IDF attr Original attr

Accuracy 99.71% 26.65% 88.62% 87.44%

Precision 97.06% 8.73% 38.55% 32.08%

Recall 98.86% 100% 78.92% 77.72%

F-Measure 97.95% 16.06% 51.8% 45.41%

at least as much as the algorithm. How can we describe more formally, whether
the transformation into TF/IDF attributes expands or shrinks the data set? Is
this transformation very expensive in terms of the resulting size of the data set?
The Euclidian length of the vectors can be used as a measure of compression. A
vector x of n attributes has the Euclidian length R

R =

√
√
√
√

n∑

i=1

x2
i (6)

The data space with the original 13 attributes could be such that each attribute
is changed m times giving us

√
13 · m – the worst case. We found in our data

that m = 15, i.e. no attribute was changed more than 15 times. If all attributes
had that many changes, the feature space for the TF/IDF attributes would be
R =

√
13 · 15 = 54.08. In this case, the feature space were not sparse and

TF/IDF features would only be used if learning could not distinguish the classes
otherwise. Note, that we investigate here the characterization of feature spaces,
not the learnability. That is, we want to see, what the data transformation does
to our raw data. We now estimate the average case for our data set. We assume
a ranking r of attributes with respect to their frequency, e.g., r = 1 for the most
frequent attribute. Experimental data suggests that Mandelbrot distributions
[26]

tfr =
c

(k + r)φ
(7)

with parameters c, k and φ provide a good fit. The average Euclidian length
using the distribution is:

R2 =
d∑

r=1

(
c

(r + k)2

)2

(8)

In our case d = 4 which means that only four distinct attributes have a value
greater than zero. We bound R2 ≤ 37 according to the Mandelbrot distribution
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and see that the average Euclidian length is significantly shorter than the worst
case.

In order to ease the design process of new knowledge discovery cases, we
want to transfer our analysis to new cases. In other words, we should know
before the transformation whether the data space will be condensed, or not. A
heuristic provides us with a fast estimate. We illustrate the heuristic using our
case. We order the original table with time-stamps such that the states of the
same contract are in succeeding rows. We consider each policy cj a vector and
calculate the frequency of changes for each of its n attributes a1...an in parallel
“on the fly”. We can then determine in one database scan the contract cj with
a maximum Euclidian length:

R̂ = max
cj





√
√
√
√

n∑

i=1

tf(ai, cj)2



 (9)

If R̂ ≤ √
nm where m is the maximum frequency, the transformation into

TF/IDF features is worth a try, otherwise only strict learnability results could
force us to perform the transformation. In our case n = 13 and m = 15 so that
R̂ = 22, 91 which is in fact less than

√
13 · 15 = 54.08.

5 Related Work and Conclusion

Time-related data include time series (i.e. equidistant measurements of one pro-
cess), episodes made of events from one or several processes, and time intervals
which are related (e.g., an interval overlaps, precedes, or covers another interval).
Time-stamped data refer to a calendar with its regularities. They can easily be
transformed into a collection of events, can most often be transformed into time
intervals, and sometimes into time series. Time series are most often analysed
with respect to a prediction task, but also trend and cycle recognition belong
to the statistical standard (see for an overview [27, 28]). Following the interest
in very large databases, indexing of time series according to similarity has come
into focus [29, 30]. Clustering of time series is a related topic (cf. e.g., [31]) as
is time series classification (cf. e.g., [32, 33]). The abstraction of time series into
sequences of events or time intervals approximates the time series piecewise by
functions (so do [12, 34, 35]). Event sequences are investigated in order to pre-
dict events or to determine correlations of events [15, 9, 11, 13, 36]. The approach
of Frank Höppner abstracts time series to time intervals and uses the time re-
lations of James Allen in order to learn episodes [23, 22]. Also inductive logic
programming can be applied. Episodes are then written as a chain logic pro-
gram, which expresses direct precedence by chaining unified variables and other
time relations by additional predicates [37, 38]. Time-stamped data have been
investigated in-depth in [10].

In this paper, we have presented a knowledge discovery case on time-stamped
data, together with its design process. The design process can be viewed as the
search for a data space which is small enough for learning but does not remove
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the crucial information. For insurance data, the design process is particularly
difficult, because the data are skewed, extremely high-dimensional, homogeneous
accross classes, and time-stamped. The particular challenge was the handling of
time-stamped data. Neither the snapshot approach nor the intervals approach
were effective in our insurance application. The key idea to solving the discovery
task was to generate TF/IDF features for changes of policies. The compilation
of time features into TF/IDF has been analysed. Moreover, we have turned the
analysis into an efficient heuristic which applies to the raw data and estimates the
size of the feature space after the transformation into TF/IDF attributes. Our
report on the insurance case might be used as a blueprint for similar cases. The
heuristic and the generation of frequency features for time-stamped data with
respect to the aspect of state change has been implemented in the MiningMart
system [39]3.
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