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Abstract. In this paper we present a hybrid algorithm based on Particle Swarm
Optimization (PSO) and Simulated Annealing (SA) approaches and apply it to
two-dimensional non-guillotine cutting stock problem. The probability of
trapping at the local optimum during the searching process can be reduced
using the hybrid algorithm. Meanwhile, we propose a converting approach
which is similar to the Bottom Left (BL) algorithm to map the cutting pattern to
the actual layout. Finally, we implement the proposed algorithm on several test
problems.  The simulated results show that the performance of the hybrid
algorithm is better than that of the standard PSO.

1 Introduction

The two-dimensional cutting stock problem can be stated as cutting small rectangular
pieces of predetermined sizes from a large rectangular plate (the stock plate). Non-
guillotine cut means that the cuts need not go from one edge of a rectangle to the
opposite edge in a straight line. The aim is to minimize the unused area. Gilmore and
Gomory [1, 2] used linear programming to solve such kind of a problem exactly. But
because of the complexity of this problem, the exact algorithm only fits the case in
which fewer pieces are being cut. These algorithms would fail if there are more pieces
to be cut. A problem of cutting more than 20 pieces would cause some difficulty.
Recently, with the extended application of various heuristic searching algorithms,
Evolutionary Algorithms (EA) and Simulated Annealing (SA) approach have been
applied to this kind of problems [3-5]. In this paper, we will consider applying
Particle Swarm Optimization (PSO) to cutting stock problem. PSO was introduced by
Kennedy and Eberhart [6]. In the process of searching for the solution, we add SA
technique to PSO to reduce the probability of trapping at a local optimum.
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2 A Hybrid Algorithm Based on PSO and SA

PSO is an evolutionary computational model based on swarm intelligence. Suppose
that the search space is D-dimensional and m particles form the colony. The ith
particle represents a D-dimensional vector Xi (i=1, 2, …, m). It means that the ith
particle locates at Xi = (xi1, xi2, …, xiD) (i=1, 2, …, m) in the search space. The position
of each particle is a potential solution. We calculate the particle’s fitness by putting its
position into a designated objective function. When the fitness is higher, the
corresponding Xi is “better”. The ith particle’s “flying” velocity is also a D-
dimensional vector, denoted as Vi = (vi1, vi2, …, viD) (i=1, 2, …, m). Denote the best
position of the ith particle as Pi = (pi1, pi2, …, piD), and the best position of the colony
as Pg (pg1, pg2, …, pgD), respectively. The PSO algorithm could be performed using the
following equations

Vi (k+1) = w Vi (k) + c1 r1 (Pi - Xi (k))/△t + c2 r2 (Pg –Xi (k))/△t (1)

Xi (k+1) = Xi (k) + Vi (k+1)△t (2)

where i=1, 2, …, m,  k represents the iterative number, w is the inertia weight, c1 and
c2 are learning rates, r1 and r2  are random numbers between 0 and 1, ∆t is the time step
value, Vi∈[Vmin,Vmax] where Vmin and Vmax are the designated vectors. The termination
criterion for the iterations is determined according to whether the maximum
generation or a designated value of the fitness of Pg is reached [7].

Simulated annealing is a local search algorithm. The searching process starts with
an initial solution. A neighbor of this solution is then generated and the change of cost
is calculated. For a general local search process, if a reduction of cost is found then
the current solution is replaced by the generated neighbor. Otherwise, the current
solution is retained. The process is repeated until no further improvement can be
found in the neighborhood of the current solution [4].

In order to reduce the probability of trapping at a local optimum, we introduce the
SA technique to the PSO. We use PSO to search for the initial best position firstly. If
the best position Pg does not change for a specified generation, then the SA is used,
which starts with Pg for a local search. This process is repeated until the termination
condition is achieved.

3 Stock Cutting Algorithm

For the sake of simplicity, we assumed that all the pieces have fixed orientation and
all cuts on the stock plate are infinitesimally thin. The pieces cutting from the stock
plate are rectangular in shape. We describe the stock plate and the pieces in a free
coordinates. The left bottom corner of the stock plate is placed at the origin. Each
piece is denoted by a four-dimension vector (xk, yk , lk, wk), where (xk, yk ) is the position
of the left bottom corner of the piece on the stock plate,  lk  and wk are the length and
width of the piece, respectively. Each particle in the colony denotes a cutting pattern.
A cutting pattern is consisted of a set of pieces.

In PSO, the fitness function of a particle is taken as the ratio of the summed areas
of the pieces completely placed on the stock plate to the total area of the stock plate.
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In the SA the objective function of a particle is the trim loss which is the ratio of the
lost area of the stock plate to the area of the stock plate.

The cutting algorithm deals with the particles (the cutting pattern). In order to place
the pieces on the stock plate, we should convert the cutting pattern to an actual layout.
In this paper, we present a converting approach which is similar to the Bottom Left
(BL) algorithm [5]. We call it the Coordinate-based Bottom Left Algorithm (CBL). In
the BL algorithm, the piece is firstly put at the right upper corner of the stock plate
and then it is moved to the left. In this paper, in order to use the coordinates of the
piece’s left bottom corner, we place the piece according to the coordinate then move
it. We sort the pieces on xk to reduce the probability of overlapping.

Table 1. Simulated results for the five test cases

Number
of  pieces

Trim loss of
PSO (%)

Trim loss of hybrid
algorithm (%)

Size of stock plate

10 0 0 100×80
10 0 0 40×20
15 7.5 3.7 40×20
20 6.3 3.4 40×40
30 7.1 5.5 65×45

Fig. 1. A test problem with 30 pieces to be cut from the stock plate

    lost area

Fig. 2.   Cutting results using the hybrid algorithm
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4 Conclusions and Discussions

Five test problems are used to examine the proposed hybrid algorithm. Each of the
five test problems has its own optimal solution of zero trim loss. Thus we can
estimate easily the performance of the algorithm. The number of the rectangular
pieces in each stock plate ranges from 10 to 30. The population size of the colony is
taken as 60, and the parameters in the PSO are taken as w = 0.3, c1 = 0.8 and c2 = 0.9.
The initial and final temperatures are taken as 80 and 1, respectively, in the SA. The
algorithms are written in C and run in a Pentium 4 personal computer with 2.0GHz.
The maximum number of iterations is taken as 1000.

Figure 1 shows one of the five test problems, where 30 pieces is cut from the stock
plate. Figure 2 shows the actual layout generated using the hybrid algorithm. Twenty-
eight pieces are cut from the stock pieces. The shade in the stock plate represents the
lost area.

Table 1 shows the simulation results for the five test cases. From the results of the
test cases it can be seen that the hybrid algorithm based on the PSO and the SA
proposed in this paper has better ability to search for the global optimum for cutting
stock problem. When the number of the pieces is smaller, both PSO and the hybrid
algorithm work well. With lager number of pieces, the performance of the hybrid
algorithm is better than the PSO’s.
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