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Abstract. Attribute-based encryption (ABE) as one of the most inter-
esting multi-recipient public encryption systems, naturally requires some
“tracing mechanisms” to identify misbehaving users to foster account-
ability when unauthorized key re-distributions are taken place.

We give a generic construction of (black-box) traceable ABE which
only doubles the ciphertext size of the underlying ABE scheme. When
instantiating properly, it yields the first such scheme with constant size
ciphertext and expressive access control.

Furthermore, we extend our generic construction of traceable ABE to
support authority accountability. This property is essential for generating
an un-deniable proof for user misbehaviors. Our new generic construc-
tion gives the first black-box traceable ABE with authority accountabil-
ity, and constant size ciphertext. All properties are achieved in standard
security models.

1 Introduction

Attribute-Based Encryption (ABE), first introduced in [12,29], naturally gener-
alizes the concept of identity based encryption (IBE) to support more expres-
sive “identities” as they can be any string. Two major types of attribute based
encryption schemes exist: ciphertext-policy attribute based encryption (CP-
ABE) [2] and key-policy attribute based encryption (KP-ABE) [12]. In a CP-
ABE scheme, each ciphertext is associated with a decryption policy which can
be represented using e.g., an access structure or a boolean formula; every user’s
decryption key is associated with an attribute set which is used to describe the
key owner. A user is able to decrypt a ciphertext only if the set of attributes
associated with the user’s decryption key satisfies the decryption policy associ-
ated with the ciphertext. While in a KP-ABE scheme, the situation is reversed,
where every ciphertext is associated with a set of attributes and every user’s
decryption key is associated with an access structure.

Since its introduction, great advancements have been taken place over the
years, both on the expressibility of the decryption policy (can be as general as
an circuit [8,9]), and on the asymptotic efficiency (e.g., constant size ciphertext).
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Due to its expressibility, attribute based encryption could be very useful
in many settings, here we list two typical application scenarios: (i) enforcing
access control by encrypting the data with the access control policy, and issuing
decryption keys to users according to their attributes. Such mechanism can be
used in company internal networks to improve the robustness of their access
control functionality. (ii) distributing contents via a cloud or content delivery
network. The content provider simply encrypts the data and store the ciphertext
in the publicly accessible cloud, then he issues decryption keys for each subscriber
according to his subscription package. For instance, a movie producer encrypts
two versions of a movie (based on the resolutions, say) mj, mg. The decryption
policy for the ciphertext corresponding to the standard quality version m; (say
720p) is “(status = regular user V status = premier user) A age > 18” and the
decryption policy for the high resolution version ms (say 1080p) is “status =
premier member A age > 18”. During the subscription, a premier subscriber
who paid higher fees can obtain decryption key that allows him to have access
to the high resolution version of the movie.

Despite all recent advancements and those potential applications, attribute
based encryption schemes still have not been widely deployed in practice. Besides
the potential problem of its concrete efficiency, there is another serious account-
ability problem that needs to be addressed before the deployment of attribute
based encryption (at least to the above two application scenarios). We can see
that attribute based encryption is a special kind of multi-recipient encryption
scheme in which the decryption capability (or the attributes) from different users
may overlap. Imagine in the access control example, each employee in a company
is assigned with a secret key according to his position (and the corresponding
access rights) to get access to the company documents which may contain busi-
ness secret. A natural key management policy of the company could be “do not
share your decryption key to others, especially to outsiders”. But there is no way
to prevent a “corrupted” employee from doing so. Although an employee may
not directly expose her decryption key material, she can still write a decoder pro-
gram and share a potentially more restricted decoder program to others. When
such an unauthorized decoder, which can be used to decrypt ciphertext with cer-
tain policies, is noticed, there are multiple key owners might be suspects. Thus
identifying the source of such unauthorized sharing is critical for the manager
to carry out proper punishments in order to enforce his key management policy.
Similar issue arises in the second application scenario that a pirate decoder of
movies should be trace back to the misbehaving subscriber.

The first accountability property we will pursue is to enable tracing! from an
unauthorized decoder to the actual key owner. From the first look, such trace-
ability in ABE schemes seems to be very close to that in traitor tracing schemes
[6]. The major difference here is that in a traitor tracing scheme, every user
has the same privilege, just finding out one corrupted user is a reasonable goal.

! We note here that the tracing mechanism we are pursuing in this paper follows a
similar vein to the well-known notion of traitor tracing [6], and it is not hard to see
that completely preventing the unauthorized leakage is essentially infeasible.
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While in the setting of ABE, different user may have different access right, just
identifying one corrupted user is not satisfying. For example, in the movie distri-
bution application, the two users, one with attribute “status = premier member”
and the other with attribute “status=regular member”, collude to produce a
pirate decoder that has attribute “status=premier member”, but the tracing
algorithm may only return the user with attribute “status=regular member”,
who has less to lose. (Such difference was first pointed out and formalized by
Katz and Schroder in [13] in the setting of predicate encryption.) It turns out
that trivially combining ABE with a traitor tracing scheme would only achieve
above weak traceability and fail for the stronger traceability requirement. (see
details at the end of Sect. 3.1). A series of works tried to combine traitor tracing
and ABE in a complex way for achieving stronger traceability.

As a result, they will have to use the inefficient ABE schemes or traitor
tracing constructions, thus incur large ciphertext overhead (e.g., square root of
the number of users [22]); or only support very primitive policy [20], and white-
box traceability [23,24]. Instead, in this paper, we demonstrate how to compile
any ABE scheme to satisfy the stronger traceability. Such flexibility enables
us to choose the best possible ABE scheme to remove both hurdles above. In
particular, the size of ciphertext can be pushed down to constant.

However, having strong traceability is still not enough for resolving the
accountability problem in attribute based encryption. To see this, let us continue
with the above example. Suppose one employee is traced from an unauthorized
decoder leaked to the competing company by the manager. When the manager
shows the result and asks the employ to resign, the employee can confidently
deny and claim that the tracing result is not an non-repudiable proof thus can-
not be considered as an evidence for her misbehavior (even brought to a court).
This is true because attribute based encryption has the key escrow problem that
a key generation center is needed to issue the decryption keys. In this case, either
a corrupted user who obtains a secret key from the key generation center, or a
corrupted key generation center could be responsible.

The above further motivates us to consider the “accountability” on the key
generation center so that an un-deniable proof can be established once a misbe-
having user is caught. This is a natural generalization of accountable authority
identity based encryption proposed in Crypto’ 07 [10] in which every identity
will correspond to exponentially many keys, and the user picks one of them
obliviously. There are also works considering such a notion in ABE [25]. Unfor-
tunately, besides relying on specific ABE construction and inherit all weakness,
all those results can only work if the corrupted party (either a key owner or the
key generation center) leaks a well-formed secret key. This obviously cannot be
true in practice as the corrupted party can simply modify the key material and
give instructions about how to adapt the decryption algorithm, or even write an
obfuscated program so that the actual secret key used is never exposed. What’s
worse, this condition also puts further restriction on the definition of non-framing
property, i.e., a malicious key generation center cannot frame an innocent user.
In such a definition, the adversary is only allowed to run key generation protocol
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for one specific victim. However, in practice, a key generation center can always
wait until many keys are issued, and frame one of them.

We also make progress along this line. We further compile our generic trace-
able CP-ABE scheme to support authority accountability which allows black-box
tracing, i.e., the tracing algorithm only needs oracle access to an unauthorized
decoder, and no artificial restriction is put on the non-framing definition.

1.1 Owur Contributions

In this paper, we give a thorough study of accountability problems in attribute
based encryption schemes. We give a generic construction of traceable ABE
schemes and further make them accountable authority. Moreover, the generic
construction only doubles the ciphertext size and supports black-box traceability
which is the standard model for tracing. The benefits of such a generic construc-
tion are twofolds:

Practical benefits—if we instantiate the generic construction with an efficient
ABE scheme, it gives the first constant size ciphertext traceable ABE scheme,
also the first accountable authority ABE scheme with black-box traceability (still
with constant size ciphertext).

Conceptual benefits—there have been various works considering ad hoc meth-
ods combining ABE schemes with traitor tracing schemes, which “obfuscate” the
essence of traceability in ABE schemes. Our generic construction peels off the
complexity of both its construction and analysis, and demonstrate a simple and
clear picture about how accountability problems in ABE could be addressed. We
use CP-ABE as an example to demonstrate our generic constructions, we note
that our technique actually can easily be adapted to KP-ABE schemes. More
concretely, our contributions are as follows:

1. We first propose a generic construction of traceable CP-ABE that can com-

pile any CP-ABE to have traceability. The traceability is done in a standard
black-box way that the tracing algorithm only need oracle access to the unau-
thorized (or pirate) decoder. Our construction utilizes a combinatorial object
of fingerprinting codes, and expands the attribute set of each user with extra
indices represented by the codeword that is assigned to him. If we pick the
famous Tardos codes [30], our generic construction only double the cipher-
text size of the underlying ABE. An overview comparing the efficiency of our
traceable CP-ABE scheme to those of other traceable CP-ABE schemes is
given in Table 1.
We emphasize that such generic construction achieves the strong traceability
that the accused traitor not only participates in producing the pirate decoder,
but also his attributes are indeed used by the pirate decoder. See Sect. 3 for
formal definitions.

2. We then further transform our generic traceable CP-ABE to be authority
accountable, which means the key generation center cannot be aware of the
user secret key completely, thus an un-deniable proof can be formed if a traitor
is caught from a pirate decoder (this is done via a new Judge protocol). The



Making Any Attribute-Based Encryption Accountable, Efficiently 531

simple structure of our generic construction of traceable CP-ABE provides us
opportunities to upgrade the construction. Inspired by the concept of asym-
metric fingerprinting codes, we adapt asymmetric Tardos codes [14] to the
setting of accountable authority CP-ABE.

This new generic construction for the first time allows black-box traceability
while preserving the efficiency of our traceable CP-ABE. An overview com-
paring the efficiency of our accountable authority CP-ABE scheme to those
of other accountable authority CP-ABE schemes is given in Table 2.

The main challenge in this setting is to ensure no inconsistency between the
tracing and the Judge protocol, i.e., an identified traitor will evade the confir-
mation from the judge. This heavily relies on the security of the asymmetric
fingerprinting scheme. We further utilize a technical building block called fin-
gerprinted data transfer for the key generation protocol to ensure that no
innocent user can be framed.

Table 1. Comparison of traceable CP-ABE schemes, where “N” denotes the total

number of users in the system, and we instantiate our generic construction with the
CP-ABE scheme proposed in [27].

Scheme | Large universe | Expressiveness of access | Black-box Ciphertext size
structures traceability
[20] X X Vv 0(1)
[23] X 4 X 0(1)
24 | v x o(1)
[22] |x v v O(VN)
Ours |/ 4 Vv 0(1)

Table 2. Comparison of accountable authority CP-ABE schemes, where we instantiate
our generic construction with the CP-ABE scheme proposed in [27].

Scheme | Large universe | Expressiveness of access | Black-box Ciphertext size
structures traceability
[25] X 4 X 0(1)
2] |V v X o)
Ours |/ 4 Vv 0(1)

1.2 Related Work

Traceable Attribute Based Encryption. Traceable ABE has been studied in vari-
ous works [20,22-24]. To the best of our knowledge, all of them consider ad hoc
combination of traitor tracing and specific attribute based encryption. In par-
ticular, the scheme in [20] only supports access structures having a single AND
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gate with wildcard. The schemes in [23,24] support only white-boz traceability,
i.e., it only works against malicious users from leaking well-formed decryption
keys directly. Later in [22], Liu et al. proposed an expressive black-box traceable
CP-ABE, but it incurs large ciphertext size (square root to the total number of
users), thus seriously hinders its practicality. Our generic construction does not
suffer from any of the above restrictions.

Accountable Authority Attribute Based Encryption. In order to mitigate the key
escrow problem and the malicious key delegation problem in CP-ABE, the notion
of accountable authority CP-ABE was studied in [25,32]. Both constructions
only achieve white-boz traceability, i.e., requires the adversary to provide a well-
formed secret key. [25] further restricts the malicious key generation center to
execute key generation protocol with only one target user. This is not only unre-
alistic, but also excludes the challenge in tracing systems: the collusion problem.
Those serious restrictions suggest that the notion of accountable authority ABE
has not been understood. Our generic construction makes a step forward.

Accountable Authority Identity Based Encryption. Goyal [10] introduced the
notion of A-IBE as an approach to mitigate the key escrow problem in IBE,
Subsequently, Goyal et al. [11] proposed a construction having traceability in
the full black-box model with large ciphertext size. Libert and Vergnaud [21]
proposed an efficient A-IBE scheme, but only is proven traceable in the weak
black-box model. Sahai and Seyalioglu [28] presented the first A-IBE scheme
which achieves full black-box traceability and adaptive security against dishon-
est users at the cost of having a linear sized ciphertext. Under non-standard
assumptions, Yuen et al. [31] gave an A-IBE scheme with constant-size cipher-
text, while has full black-box traceability and adaptive security against dishonest
users. Lai et al. [19] proposed the first A-IBE scheme with public traceability,
where tracing a decryption box only uses a public tracing key. Recently, Kiayias
and Tang [18] gave a generic A-IBE scheme using oblivious transfer, and showed
how to modify the generic construction to provide public traceability. However,
their technique cannot be trivially extended to ABE setting due to collusion.

Self-enforcement and Proactive Deterring Mechanisms. Self-enforcement was ini-
tially proposed in digital signets that leaking a decryption key leads to revealing
of some user secret [7]. Later it was systematically studied in enforcing key
management policy in public key infrastructure [16], and in deterring copyright
infringement [17]. Especially, leveraging the properties of cryptocurrency, [16,17]
studied how to realize the deterrence that unauthorized re-distribution of pirate
decoder leads to the loss of coins directly. Considering proactive deterring mech-
anisms in ABE would be interesting open problems.

2 Preliminaries

Basic Notations. If S is a set, then s <+ S denotes the operation of picking
an element s uniformly at random from S. Let N denote the set of natural
numbers. If n € N then [n] denotes the set {1,...,n}. Let z «— A(z,y,...)
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denote the operation of running an algorithm A with inputs (x,y, ...) and output
z. A function f(X) is negligible if for every ¢ > 0 there exists a A, such that
FOA) < 1/A¢ for all A > A..

Robust Fingerprinting Code. A binary fingerprinting code [15] is a pair of
algorithms (Gen, Trace), where Gen is a probabilistic algorithm taking a num-
ber n (upper bound on the number of codewords in the system), an optional
number ¢ € [n] = {1,...,n} (upper-bound on the detected coalition size), and
security parameter € as input and outputs n bit-strings C = {C4,...,C,} (called
codewords), where C; = ¢} ...c} for i € [¢] and a tracing key tk. Trace is a deter-
ministic algorithm inputting the tracing key tk and a “pirate” codeword C*,
and outputting a subset Uy C [n] of accused users. A code is called bias-based
[1] if each codeword C; = c}...c, is sampled according to a vector of biases
(p1,...,pe), where Vj € [n],Vi € [{],Pr[c! = 1] = p;, and p; € [0, 1].

A fingerprinting code is called t—collusion resistant (fully collusion resistant
if t = n) if for any adversary A who corrupts up to ¢ users (whose indices form
a set Ueor C {1,---,N}), and outputs a pirate codeword C* = cj...c (which

. n
satisfies the marking assumption, i.e., for each ¢ € [{],c; = ¢ for some j € Ueor),

Pritpee = 0 or Uce Z Ueor : Uace — Trace(tk,C*)] < ¢

This characterizes that the probability that no users are accused or an innocent
user is accused is bounded by ¢.

A fingerprinting code is d—robust if the pirate code is further allowed to
contain the symbol of ‘?” (not more than ¢¢, where ¢ is the code length) without
violating the marking assumption: now for each i € [/], eitherc; = ¢! for some
J € Ueop, or ¢ =7,

We also recall the Tardos code [30] Fj; here, it has length n = 100t2k,
with k£ = log % The Gen algorithm generates a codeword as follows. For each
segment index j € [¢], it chooses a bias p; € [0,1] according to a distribution
1t (see [30] for the definition of u). Each bias satisfies 5057 < p; < 1 — 5557,
where t is the collusion size. For each codeword C' = ¢y ... ¢, outputted by Gen,
Pric; = 1] = pj, and Pr[c; = 0] = 1 — p; for all j € []. Regarding security,
there is a Trace algorithm such that, for any coalition of size at most ¢, with
probability at least 1 — e*/4 accuses a member of the coalition, while any non-
member is accused with probability at most €. Note that Tardos code can be
made robust if we extend the code length (see [3] for details).

Fingerprinted Data Transfer. Our accountable authority ABE scheme will
rely on a more advanced abstraction — fingerprinted data transfer protocol — that
was defined in [14]. A fingerprinted data transfer (FDT) (corresponding to a bias-
based binary fingerprinting code) involves two parties, a sender S and a receiver
R. The sender inputs two biases pg, p1 € [0, 1], four messages (mQ, m{), (m%, m}),
and a bit ¢ € {0,1}; At the end of the protocol, R outputs {mf} fori,b; € {0,1}
such that Pr[b; = 1] = p;; while S outputs b.. The fingerprinted data transfer
functionality can be expressed as:

FDT[L, ((po,p1), (mg,mé,m?,m}),c)} = [(mgo,mlfl),bc},where Pr[b; = 1] = p;.
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The security of a fingerprinted data transfer protocol follows the standard
simulation based paradigm, for details we refer to Appendix A.1.

3 Generic Construction of Traceable Attribute Based
Encryption

In this section, we will discuss our generic construction of traceable CP-ABE
scheme. First we present the formal definitions.

3.1 Definition and Security Models

Traceable CP-ABE. Concretely, a traceable CP-ABE scheme consists of the
following five algorithms:

Setup(n, A): The setup algorithm takes as input the number of users n in the sys-
tem and a security parameter A\, outputs a master secret key msk, a potential
tracing key tk and the public parameters mpk.

KeyGen(mpk, msk, i,S;): The key generation algorithm takes as input the public
parameter mpk, the master secret key msk and a set of attributes S;. It
outputs a private decryption key sk; g,, which is assigned and identified by a
unique index i € {1,...,n}.

Enc(mpk, m, A): The encryption algorithm takes as input the public parameters
mpk, a message m and a decryption policy that is represented by an access
structure A. It outputs a ciphertext c.

Dec(sk;.s;, c): The decryption algorithm m takes as input the public parameters
mpk, a private decryption key sk; g, and a ciphertext c. It outputs a message
mor L.

TracePs (mpk, tk, S) The tracing algorithm takes as input the public parameters
mpk, the tracing key tk, and has black-box access to a d-useful pirate decoder
Dg? for a set of attributes S. It outputs an index set I C {1,...,n} which
identifies the set of malicious users.

Security of Traceable CP-ABE. The security of traceable CP-ABE is com-
posed of the standard semantic security and traceability. For the standard seman-
tic security, we refer to Appendix A.2, and here we only define the strong trace-
ability. Intuitively, the goal of the tracing algorithm to identify at least one of
the colluder users, and such identified traitor’s attributes should be “critical” for
the pirate decoder, (also at the same time, no innocent user should be accused).
Consider the following traceability game (which could be describing either weak
traceability and strong traceability):

2 For a non-negligible 8, a pirate decoder Dg for a set of attributes S is d-useful,
i.e. for any message m and any access structure A which is satisfied by S, if
Pr[Ds(Enc(mpk, m,A)) =m] > 4.
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Setup: The challenger runs the Setup algorithm to generate public parameters
mpk, tracing key tk, and master secret key msk. It gives mpk to the adversary
A and keeps tk and msk to itself.

Key Query: The adversary adaptively queries the challenger for secret keys
corresponding to sets of attributes Sy, ..., S, for users with indices k1, ..., kq.
In response, the challenger runs the key generation algorithm and gives the
corresponding secret key sky, s, to the adversary for 1 <4 <gq.

Output: A outputs a §-useful pirate decoder Dg for an attributes set S.

Let C = {k;|1 < < g} be the indices of the users corrupted by the adversary and
I is the indices of the identified traitors, i.e. the output of TracePs (mpk, tk, S).
The adversary A wins the strong traceability game if: (1) I = @, i.e., no one
is accused; (2) or I € C, i.e., an innocent user is accused; (3) or none of the
identified traitors’ attributes set includes S as a subset. The meaning of the
third condition characterizes that the identified traitors have to contribute to
the pirate decoder their actual functional key according to their attributes.

The advantage of an adversary in the game is defined as the probability that
A wins the strong traceability game, where the probability is taken over the
random bits used by the challenger and the adversary.

Definition 1. A traceable CP-ABE scheme is strongly traceable if all polynomial
time adversaries have at most negligible advantage in the above game.

Note that the adversary A wins the weak traceability game if we only require
the adversary the first two conditions. With only such a weaker requirement, it is
possible that the identified traitor does not really have the decryption capability
as the decoder. Consider the following trivial generic solution: we run an ABE
scheme and a traitor tracing scheme in parallel, the encryption algorithm will
first split the message m into m;@®ms for a randomly chosen my, and encrypts m;
using ABE scheme and my using the encryption algorithm of the traitor tracing
scheme. Such trivial construction can already achieve the weak traceability to
identify one of the corrupted users due to the property of traitor tracing scheme.
However, as these two systems are not tightly bound together, it cannot satisfy
the strong traceability: User ¢ who has the attribute S; and user j who has the
attribute S; can collude to produce a pirate decoder that has attribute S;, where
user ¢ contributes his partial keys of the ABE system and user j contributes
his partial keys of the traitor tracing system. In this way, user j will always
be identified as a traitor even if he does not have the attributes of the pirate
decoder at all, i.e. attribute S;.

3.2 A Generic Construction from Tardos Codes

Basic Intuition. The above trivial solution shows that the traitor tracing sys-
tem has to be embedded into the ABE system. While it might be feasible to
be based on concrete algebraic structure, from the first look, it is not clear how
we can have a generic construction as ABE itself does not offer traceability. We
observe that instead of considering combing a traitor tracing scheme with an
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ABE, we may go to a lower level to identify some combinatoric objects that
could be useful: (1) It enables identifying source with collusion resistance; (2) It
can be embedded to the ABE system generically. In particular, we observe that
fingerprinting codes do offer such properties simultaneously.

In more detail, in a binary fingerprinting code, everyone is assigned with a bit-
string as the codeword. A collusion of corrupted users can pool their codewords
together to produce a pirate code (only restricted by the marking assumption,
see Sect. 2 above for details). There is a tracing algorithm that can identify a
source codeword from such a pirate codeword. Moreover, such traceability can
be easily built into multi-recipient encryption schemes (not only for traitor trac-
ing). The crux here is that each codeword is just a bit string, which can be used
as index for user to assign keys. In the setting of CP-ABE, we can use such
string to select extra dummy attributes, and the encryption policy will expand
the original policy to include such dummy attribute. During regular encryption,
both ciphertext encrypting the same message regarding both dummy attributes
will be present, thus the extra dummy attribute will not influence the original
policy. Tracing can be facilitated by feeding two ciphertext carrying different
plaintext. Based on the responses, tracer can recover a pirate codeword (that
might include ‘?’). The robust fingerprinting code then can be used to find one
corrupted codeword, thus the traitor.

We remark that the marking assumption is enforced simply by the semantic
security of the encryption. More importantly, we do not run the tracing system
in parallel with ABE, instead, each codeword is entangled with the attributes
set, thus the identified traitor’s attributes will be needed for the decoder for sure.
Next, we present the formal description of the construction and analysis.

Detailed Construction. Let (Setup, KeyGen, Enc,Dec) be any CP-ABE
scheme, and (Gen, Trace) be a robust binary fingerprinting code (e.g. robust
Tardos code [3]). Our generic construction of traceable CP-ABE works as
follows:

Setup(n,A\): Let ¢ = 1/2*. Run Setup()\) and obtain (mpk,msk); also run
Gen(n,€,0) to obtain {Wy,..., W, } := I', and tracing key tk, where W; €
{0,1}¢, fori = 1,...,n. Choose dummy attributes Attr’, Attr®, and {Attr;}
fori=1,...,¢, and set

mpk = (mpk, Attr®, Attr! Attry, ... Attry), msk = (msk,T).

KeyGen(mpk, msk, S;): Suppose user ¢ has attribute set S;. FQr k=1,...,¢, let
w,(f) € {0,1} be the k-th bit of W; and S, = S; U {Attrwy)} U{Attry}, run

sks, ,, < KeyGen(mpk, msk, S; 1)

Output the private key sk; s, = {Wi,ﬁb‘i,k}ke[@]-
Enc(mpk, m,A): Choose a random position j € {1,...,¢} and set A, = A A
{Attr;} A {Attr®}, where b € {0,1}. Compute

co « Enc(mpk,m,Ag), c1 < Enc(mpk, m,A,)
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Output the ciphertext ¢ = (4, co, ¢1).

Dec(mpk, sk; s, , c): Parse the private decryption key sk; g, as (W, {Esi,k}ke[f])a
and the ciphertext ¢ as (j,cq,c1). If wy) = 0, output Diec(mipk;,%sm,co);
otherwise (i.e. wy) = 1), output Dec(mpk, sks, ,,c1).

TracePs (mpk, tk,S): On input the public parameters mpk, the tracing key tk,
and the claimed attribute set S of the pirate decoder, the Trace algorithm
has oracle access to a d-useful pirate decoder Dg and does the following: For
each 7 in {1,...,¢}, proceed as follows:

1. Choose an access policy A, it is only satisfied by the attributes set S and
not satisfied by any subset of S.

2. Set Ay = A A {Attr;} A {Attr®}, where b € {0,1}.

3. According to §, choose proper parameter N = O(A?In /) and repeat the
procedure of trying decryption for N times: Choose two random message
m, compute

Set ¢ = (j,¢o,c1) and ¢ = (4, ¢y, ).
If Dg(c) = myo, set w; = 0;
else if Dg(c’) = m for more than v/X times, set w; = 1;
else, set w; = ‘7.3
4. Set the pirate codeword W* = w; ... wy, and run the tracing algorithm
of the fingerprinting code Trace(W*,tk) and output the traitor set I.

Security Analysis. First, semantic security is straightforward. The new encryp-
tion algorithm is simply run the ABE scheme twice. Furthermore, each ciphertext
is encrypted using a more restricted policy. We omit the details for this property.

Next, we discuss why our construction satisfies strong traceability. First, for
simplicity, let us consider the case for § = 1, i.e., the decoder works perfectly on
S. Suppose for a position 4, if all wz(]) = 0 for j € Ueor (the corrupted users), then
due to the semantic security, Dg will always output the correct decryption, as the
tracing ciphertext ¢ now looks indistinguishable from the regular ciphertext, thus
we can correctly capture w; = 0. Similarly, if all ng ) =1 for J € Ueor, We can see
that Dg will never answer m in the first stage of tests and will always answer m
in the second stage of tests, and we again correctly captures w; = 1. The complex
case is that there are both 0 and 1 for this position 4, then the pirate decoder
has to make a decision (including not responding, which yields a “?” that can
be handled by a robust fingerprinting code). If the decoder answers m correctly,
we will set w; = 0; otherwise, the Trace algorithm moves to the second stage of
tests. Now because ¢ is identically distributed as a regular ciphertext, according
to correctness, Dg will answer correctly and Trace can correctly capture w; = 1.

3 The tracing idea is similar to the tracing mechanism due to Boneh, Naor [4].
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To summarize above, the Trace algorithm will always return a pirate code-
word that satisfies the marking assumption, i.e., for each i € [{],w; = wij ) for
some j € Ueor. Then the traceability of the fingerprinting code scheme ensures
I#OAIC Uy, where I is the indices of the identified traitors, i.e. the out-
put of Traces (mpk, tk, S). Last, let us argue that there exist j € I, such that
S; € S. Suppose Dg only uses keys whose attributes do not satisfy the policy
A, then it can never decrypt correctly due to semantic security (especially the
collusion resistance of ABE itself). As our Trace algorithm takes action mostly
based on a correct answer, this means the “useful” keys in the pirate decoder
are all those whose attribute set includes S. To put it another way, the pirate
codeword captured by the Trace algorithm is actually generated using codewords
of those “useful” keys only.

An imperfect decoder can also be addressed by repetition (and also the
robustness of the fingerprinting codes). As the pirate decoder Dg satisfies J-
correctness, that means for ciphertext policy that the claimed attribute set S
satisfies, the decoder will answer correctly with probability at least d. It follows
that at most for § - n positions, Dg stops working, i.e., for dn many positions i,
try decryption using Dg by feeding (i, co, c1) do not give meaningful responses,
which yields w; =‘?7". For other positions, Dg will function properly, and the
above analysis still holds.

As the intuition is not too involved and due to space limit, we defer the
complete analysis to the full version and we summarize the security as follows:

Theorem 1. If the underlying CP-ABE (Setup, KeyGen, Enc, Dec) is semanti-
cally secure, and the fingerprint code (Gen, Trace) is d-robust and fully collusion

resistant, then above CP-ABE scheme is semantically secure and strongly trace-
able.

4 Enforcing Authority Accountability

4.1 Definitions and Security Models

As we mentioned in the introduction, the main requirement of authority account-
ability in traceable ABE is for the following reason: suppose user 7 is identified
from a leaked decoder, however there is also possibility that the decoder is leaked
by the key generation center. This ambiguity gives malicious users excuses to
evade the punishment. Similar to the concept of asymmetric traitor tracing [26]
and accountable authority identity based encryption, we consider the following
idea: there will be exponentially many keys per user, and the user will choose
one of them obliviously. The technical challenge is to still ensure the structure
of the keys (fingerprinted) to maintain the tracing capability.

The KeyGen algorithm now becomes an interactive protocol between the key
generation center and each user. After a pirate decoder is noticed, the Trace
algorithm will return an index set denoting the corrupted users. There will be
an extra Judge protocol that is run among the key generation center, a judge
and an accused user to decide whether the user is indeed responsible for the
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leakage of the pirate box. From above description, we see that the difference
of an accountable authority ABE is at the KeyGen, Judge protocols, while the
other algorithms are the same as those of traceable ABE. For detailed formal
definition, we refer to Appendix A.3.

Security of Accountable Authority ABE. Again, semantic security can be
easily adapted from standard definitions. Here we focus more on the security
regarding traceability. The first one is the same as traceable ABE, at least one
malicious user should be identified as in traceable ABE and further accused by
the judge. The challenge in this new setting is that the corrupted users may try
to arrange in a way that the result of Trace and Judge to be inconsistent. It is
easy to see that the traceability in this setting simply adds one more requirement
that the Judge protocol should at least accuse one user from the Trace output
(actually we can achieve a much stronger requirement that the Judge will accuse
all malicious traitors identified by Trace algorithm). We refer formal definition
of traceability in Appendix A.3.

The second property is that innocent user cannot be framed by a key gener-
ation center, in this way, an accused user will have no excuse to deny. Consider
the following non-framing game:

Setup: The adversary A plays the role of a malicious key generation center,
generates mpk, msk and sends mpk to the challenger C.

Key Generation: The adversary and the challenger engage in the KeyGen pro-
tocol to generate secret keys for all users. In particular, A selects attribute
sets Si,...,95, and generate secret keys for those attribute sets. The chal-
lenger will receive secret keys sksg,,...,sks, , and the adversary will receive
the tracing key tk.

Output: The adversary outputs a decryption box Dg for an attributes set S.

Let I be the indices of the identified traitors, i.e. the output of
TracePs (mpk, tk, S), and I’ will be the confirmed traitor indices after the Judge
protocol. The adversary A wins the non-framing game if I’ # (.

Definition 2. An accountable authority CP-ABE scheme is non-framable if all
polynomial time adversaries have at most negligible advantage in the above game.

Remark 1. Previous work [25,32] considered only white-box traceability, thus
in the non-framing game, they also have to specify one single target and only
allows the adversary to run KeyGen for this single user. This essentially excludes
the main challenge of traceability in the multi-recipient encryption—to defend
against collusion. What’s worse, this restricts adversary’s power too much. As
a malicious key generation center, she can obviously output the pirate decoder
after issuing keys to multiple, even to all users in the system. Instead, our model
removes all those restrictions and tries to capture more realistic scenarios. We
also remark that we did not consider here to allow the adversary to issue decryp-
tion queries after the key generation phase [11]. We leave this as an open problem.
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4.2 Generic Construction of Accountable Authority CP-ABE

Basic Intuition. As illustrated above, the basic idea is that each user will be
corresponding to exponentially many secret keys, and the user will choose one
of them obliviously. However, note that in our generic construction of traceable
ABE, secret key of each user is with special structure and selected according to
a fingerprinting code. Suppose we extend the length of the fingerprinting code,
then this dummy part can correspond to many keys for one user, and this part
could be oblivious to the key generation center. The major technical challenge is
to achieve traceability and non-framing property simultaneously. We now draw
support from the idea of an asymmetric fingerprinting.

Let us recall the main properties and building blocks of an asymmetric fin-
gerprinting. Suppose we are using the famous Tardos codes [30], which is a bias
based codes. In the asymmetric setting [14], the length of the codeword is dou-
bled. The basic requirements are that the authority is only aware of half of the
codeword, and the user is not aware of where exactly are the locations that the
authority knows the corresponding codeword bits. To facilitate such a goal, a
fingerprinted data transfer protocol for the bias based codes was designed [14].
After the protocol, the user will obtain a codeword (or corrected fingerprinted
data) with length 2¢, and each bit (or the corresponding data) will be distributed
according to the bias. And the authority will obtain half of the codeword oblivi-
ously according to his choice of locations. Following the security analysis of [14],
we can run the original tracing algorithm of Tardos codes to identify traitors.
While the judge, using the other half of the codeword, will confirm the accu-
sation. One note we would like to emphasize is that in order to ensure the
consistency during the revealing phase to the judge, each party should store the
transcripts from the other, and force the other party to open correctly if a judge
needs to get involved. We refer detailed protocol to [14].

Now let us look at how to upgrade our traceable ABE to support authority
accountability. The key generation center first prepares the corresponding 2/
keys for each user (those keys are also based on the extended attribute set).
Then using the biases of Tardos codes and the keys as data, the key generation
center and the user execute a fingerprinted data transfer protocol as the KeyGen
protocol. When a pirate decoder is noticed, the authority will run the tracing
algorithm of Tardos codes using the half-codes and the bias as the tracing key.
This will yield a set of colluders. If a user ¢ claimed non-guilty, the Judge protocol
will be initiated. The idea is to mimic the judge in the (asymmetric) Tardos
codes setting. The user and the authority has to supply the judge with the
corresponding fingerprinted data transfer protocol transcripts. The judge checks
the validity of the fingerprinted data transfer protocol transcripts and uses the
other half of the codeword to confirm the accusation.

Detailed Construction. Let (Setup, KeyGen, Enc, Dec) be a CP-ABE system.
We also use a fingerprinted data transfer system FDT regarding robust Tardos
code as a major building block. Our generic construction of accountable author-
ity CP-ABE works as follows:
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Setup(\): It first runs Setup()) to obtain (mpk, msk). Let £ be the code length of
robust Tardos code. For each j € [2€], choose bias p; € [0, 1] according to the
distribution defined by Tardos code. Pick a bitstrings v € {0, 1}¢ uniformly at
random, and choose dummy attributes Attr® Attr', Attr; for i =1,...,2¢.
Initialize a set W = (), and set the tracing key tk = ({p;} e[z, v, W). Set

mpk = (mpk:,AttrO, Attrl, {Attr;}ician), msk = (msk,{p;}jepe,v)

and output the public parameters mpk.

KeyGen(-): This is a protocol between the key generation center and the user.

The key generation center inputs mpk, msk, S, and the user inputs mpk, Sk,
where S} is an attribute set.
The key generation center parses the master secret key msk as (msk,
{pj}icpeqg, v), and write v as vy ... vy where v; € {0,1} is the i-th bit of v for
i € [{]. For each i € [2¢] and b € {0,1}, let S,gi = Sy U {Attr;} U {Attr®},
and run

%Z;k — KeyGen(mpk, msk, S ;)

Then, for each i € [¢], the authority and the user runs the fingerprinted data

transfer protocol (FDT), where the authority inputs two biases pa; 1, p2;, four
—o0 —1 —0  —1 .

messages (skg,, | ,skg, .. ), (sks, . sks, ,.), and a bit v;.

At the end of the protocol, the user obtains %Z}j;il , %z:m where wag; _1, Wo;

€ {0,1} and Pr{we;—1 = 1] = paj_1,Pr{we; = 1] = po;, and the authority
obtains the bit wg;_14,, denoted as w;. Note that the fingerprinted data
transfer may already contain the necessary committing or zero-knowledge
proof steps to ensure both parties to follow the protocol.
The user’s private key is set as skg, = (w = wy ... way, {Eg«z,i}iepg]).
The authority uses the half-codeword w = w; ... w, (which is part of the user
codeword) to identify the user, and adds the codeword w to the set W, which
is used to store the half-code of all the users.

Enc(mpk, m,A): Choose a random position j € {1,...,2¢} and set A, = A A
{Attr;} A {Attr’}, where b € {0,1}. Compute

co <« Enc(mpk,m,Ay), ¢; «— Enc(mpk,m,A,)

Output the ciphertext ¢ = (4, co, c1).
Dec(mpk, sks, ,c): Parse the private decryption key sks, as (w = wy ... wap,
{sk;uz }ief2g), and the ciphertext c as (j, co, c1). If w; = b, output

Dec(mpk, ﬁf;k ,Ch)-

TracePs (mpk, tk, S,0): The Trace algorithm has only oracle access to a pirate
decoder Dg. Parse the master secret key msk as (msk,{p;}jepq,v =
v1...vp). Let T = {2i — 1 + v;};¢[q be the subset of locations that the key
generation center knows the half-code of the user. For each j € T, run the
Trace algorithm of our traceable ABE scheme in Sect. 3 and output a set I of
traitor indices.




542 J. Lai and Q. Tang

Judge(-) This is a protocol among the key generation center, an identified traitor
1 who does not commit guilty and the judge. The key generation center is
with input (mpk, msk,Dg,tk), the user is with input (mpk, sks,), and the
judge is with input (mpk,Dg).

1. The user first reveals the complete codeword of her, and prove its cor-
rectness according to the FDT protocol transcript.

2. The key generation center sends the judge the set T'= {2j — 1+ v;} ;¢
of locations that the key generation knows the half-code of the user, and
proves its validity to the FDT protocol transcripts.

3. The judge then runs the Trace algorithm on the locations of [2¢] — T (i.e.,
the set {2j — v;};e[q) via oracle access to Dg, and obtains another half
pirate codeword. Then the judge runs a slightly different tracing algorithm
for the underlying Tardos fingerprinting code to decide whether user ¢ is
accused for this half of the pirate codeword (see [14] for details), output
1 if yes.

4. If the judge outputs 1 in the above step, the user will be accused; other-
wise, the user will not be accused.

Remark 2. During the protocols, to enforce each party to be honest, we carried
zero-knowledge proofs at various steps. However, there are several simple opti-
mizations from [14]. As it is enough to demonstrate the idea here, we omit the
details and refer to [14] for optimizations. Furthermore, [14] even achieved group
accusation, i.e., all identified traitors can be confirmed by the judge.

Security Analysis. Semantic security is straightforward as in the traceable
ABE case. Now let us take a closer look at the traceability and non-framing
properties.

Regarding traceability, compared with that in the traceable ABE, there are
two more chances for a malicious user to evade tracing. The first is during the
key generation protocol, whether the user can obtain information about keys
she is not supposed to know, or reveal incorrect information about half of her
codeword. It is easy to see that this cannot happen due to the (sender) security of
the fingerprinted data transfer protocol. The second is whether the malicious user
can cause inconsistency during the Trace and Judge phases. We note here that as
we can extract both halves of the codeword out, this problem essentially reduces
to the property of the underlying Tardos fingerprinting code. Fortunately, this
property of Tardos code was formally demonstrated in [14]. The last is during
the Judge protocol to fool the judge about her complete codeword, the soundness
of the proofs in those steps ensures that this cannot happen.

Regarding non-framing property, there are only a few places that the mali-
cious key generation center can cheat. The first is in the key generation protocol,
there is more information leaked to the key generation center (KGC) than half of
the codeword chosen according to the locations by KGC. This can be prevented
by the security of the (receiver) security of the FDT protocol. The second is
during the Judge protocol, again, the proofs are easily verifiable.
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We remark that the FDT protocol satisfies the standard simulation secu-
rity, thus the composition lemma [5] can be applied and we can replace such
functionality as an oracle during the analysis.

With the above security intuitions, and due to page limit, we defer detailed
security proof to the full version, and we summarize the security as follows:

Theorem 2. If the underlying CP-ABE (Setup, KeyGen, Enc, Dec) is semanti-
cally secure, and the fingerprint code (Gen, Trace) is §-robust and fully collusion
resistant, and the fingerprinted data transfer protocol satisfies the simulation
security, then above CP-ABE scheme is semantically secure, strongly traceable
and non-framable.
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A Omitted Definitions

A.1 Simulation Based Security of Fingerprinted Data Transfer

If a protocol satisfies the following properties, we say that it securely implements
fingerprinted data transfer.

Correctness: The receiver will obtain (mg, m&"), satisfying that Pr[b; = 1] = p;

for ¢ = 0, 1. The sender will receive b, with probability 1.

Receiver Security: The joint distribution of sender’s view and the outputs in a
real the protocol can be simulated by the inputs and outputs of the sender alone
together with the ideal outputs of the functionality. That is, VP PT semi-honest
sender S, 3 PPT S, s.t., VIEWs o OUTPUT is computationally indistinguish-
able from S’([(po,p1), (M3, my, my, mi), ], b.) o (mo ,m1 1obe).

Sender Security: The joint distribution of receiver’s view and the outputs in
a real protocol can be simulated by the inputs and outputs of the receiver
alone, together with the ideal outputs. That is, VPPT semi-honest receiver R,
IPPT R/, s.t., VIEWgR o OUTPUT is computationally indistinguishable from
R (mg° ,mll’l) (mgo, mb . be). (here we assume the bits of the codeword {b;} are
publicly recoverable from {m%}.)

A.2 Semantic Security of Traceable ABE

Semantic Security Game. The game between a challenger and an adversary pro-
ceeds as follows:

Setup. The challenger runs the Setup algorithm to generate public parameters
mpk, tracing key tk and master secret key msk. It gives mpk to the adversary
and keeps tk and msk to itself.
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Query Phase 1. Proceeding adaptively, the adversary can repeatedly query
the challenger for secret keys corresponding to sets of attributes. In response,
the challenger runs the key generation algorithm and gives the corresponding
secret key to the adversary.

Challenge. The adversary submits two equal length messages mg, m; and a
challenge access structure A* such that none of the queried attributes sets in
Query Phase 1 satisfies the challenge access structure A*. The challenger
flips a random coin 8 € {0, 1}, and runs Enc(mpk, mg, A*) to get the challenge
ciphertext c¢*. The resulting c¢* is given to the adversary.

Query Phase 2. The adversary continues to adaptively issue private key queries
as Query Phase 1 with the restriction that the adversary can not issue
queries on sets of attributes which satisfy the access structure A*.

Guess. Finally, the adversary A outputs a guess 3 € {0, 1}. The adversary wins

if ' =p.
The advantage of A in this game is defined as [Pr[3’ = (] — 1|, where the
probability is taken over the random bits used by the adversary A and C.

Definition 3. A traceable CP-ABE scheme is semantically secure if all polyno-
mial time adversaries have at most negligible advantage in the above game.

A.3 Accountable Authority CP-ABE

Concretely, an accountable authority CP-ABE scheme consists of the following
five algorithms:

Setup. The setup algorithm takes as input a security parameter A, outputs a
master secret key msk, the tracing key tk and the public parameters mpk.
KeyGen. This is an interactive protocol between the key generation center and a
user. The common input to key generation center and the user are the public
parameters mpk and the attributes set S of the user. The private input to key
generation center is the master secret key msk. At the end of the protocol, the
user receives a private key skg, which is assigned and identified by a unique

index.

Enc. The encryption algorithm takes as input the public parameters mpk, a
message m and an access structure A. It outputs a ciphertext c.

Dec. The decryption algorithm m takes as input the public parameters mpk, a
private decryption key skg and a ciphertext c. It outputs a message m or L.

Trace. The tracing algorithm takes as input the public parameters mpk, the
tracing key tk, and has black-box access to an d-useful pirate decoder Dg
for a set of attributes S. It outputs an index set I which identifies the set of
malicious users.

Judge. This is an interactive protocol among the key generation center, a user
who does not commit guilty and the judge. The common input to the key
generation center, the user and the judge are the public parameters mpk and
a d-useful pirate decoder Dg. Additionally, the key generation center is with
input the tracing key tk, and the user is with input his/her private key skg.
At the end of the protocol, the judge decides whether the user is acquitted.
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Traceability in Accountable Authority ABE. Consider the following
(strong) traceability game:

Setup: The challenger runs the Setup algorithm to generate public parameters
mpk, tracing key tk, and master secret key msk. It gives mpk to the adversary
A and keeps tk and msk to itself.

Key Query: The adversary adaptively queries the challenger for secret keys
corresponding to sets of attributes Si, ..., S, for users with indices k1, ..., k.
In response, the challenger runs the key generation algorithm and gives the
corresponding secret key to the adversary for 1 <i < q.

Output: A outputs a §-useful pirate decoder Dg for an attributes set S.

Let C = {k;|1 < i < g} be the indices of the users corrupted by the adversary and
I is the indices of the identified traitors, i.e. the output of TracePs (mpk,tk, S).
The adversary A wins the strong traceability game if (1) I = 0, i.e., no one
is accused; (2) or I € C, i.e., an innocent user is accused; (3) or none of the
identified traitors’ attributes set includes S as a subset; (4) Judge algorithm does
not accuse any of the member in C.

The advantage of an adversary in the game is defined as the probability that
A wins the strong traceability game, where the probability is taken over the
random bits used by the challenger and the adversary.

Definition 4. An accountable authority CP-ABE scheme is strongly traceable
if all P.P.T adversaries have at most negligible advantage in the above game.
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