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Abstract. In this paper, we propose a new adaptive block-based his-
togram packing for lossless compression of images with sparse and locally
sparse histograms. JPEG-LS provides an efficient lossless compression at
a reasonable complexity. However, its efficiency is severely affected when
encoding images or blocks containing only a subset of the possible val-
ues from the nominal alphabet. The aim of this work is to improve the
compression performance of JPEG-LS by introducing a preprocessing
technique that leads to improvements. Results of its effectiveness are
presented.
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1 Introduction

To obtain practical imaging systems, image compression is an important tool for
transmission and storage requirements. It reduces bandwidth on a transmission
channel and provides less disk space for storage. Although for most image pro-
cessing applications some loss of information is acceptable, in several areas such
as astronomical, medical and high dynamic range imaging, lossless compression
techniques are more convenient. For example, the lossy compression of medi-
cal images can involve distortions which may yield to wrong diagnosis. Hence,
lossless compression techniques are required. Unlike lossy compression, lossless
compression techniques allow to reconstruct perfectly the original data from the
compressed data. With lossless compression, no loss of information is involved.

JPEG-LS [1] is among the recent and well known lossless image standards
and algorithms for continuous-tone images. The main characteristic of JPEG-LS
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is its ability to provide an efficient lossless compression at a low complexity. It
is based on the LOCO-I (LOw COmplexity LOssless COmpression for Images)
algorithm which includes also a near-lossless compression [2].

In this paper, we propose a new preprocessing technique to improve the
lossless compression performance of JPEG-LS, particularly for images that do
not fall in the class of continuous-tone images.

2 Motivation

Several techniques were developed to supply additional content options. Effec-
tively, besides natural content, images may include also text, graphics and com-
puter generated items. The number of images which do not belong to the
continuous-tone natural category has been continuously increasing. Generally,
histogram sparseness occurs when the actual number of pixels’ intensities is lim-
ited by comparison with the one implied by the nominal alphabet. The set of
possible intensities is not therefore all used and active levels are distributed all
over the entire nominal intensity range. Images of high bit depths tend also to
have sparse histograms, e.g. medical and HDR images due to the large range of
available intensity values.

JPEG-LS was designed to compress continuous-tone natural images. For this
kind of images, pixel values do not vary randomly except near edges and highly
textured areas. Hence, there is a strong correlation among neighboring pixels,
which can be used to predict a pixel value from its neighbors. Thus, JPEG-
LS processes by de-correlating the pixels. Direct observation of the histogram
obtained with JPEG-LS for a continuous-tone natural image ‘lena’ (see Fig. 1)
illustrates the distribution of the prediction error. The narrow concentration
close to zero confirms the hypothesis of local uniformity of natural images. Unfor-
tunately, this assumption is not true for sparse histogram images. Generally, this
kind of images cannot be well handled by image compression algorithms since the
inter-pixel correlation is weaker. The impact of histogram sparseness on JPEG-
LS can be shown through the Fig. 1 where the histogram of prediction error of
the image “Books” is presented. Prediction residual values spread over the entire
range. As a consequence, it is not easy to predict the exact pixel’s value or even
a good approximaion. Therefore, the entropy is increased and the compression
efficiency is severely affected [3].

Several approaches, aiming at improving the performance of the compression
of sparse histogram images, have been proposed. This confirms the importance of
the issue. Some of those approaches have been designed for a particular encoder,
such as “e extended prediction mode”. It has been integrated in the 2nd part of
the JPEG-LS standard to deal with images having sparse histograms [4]. Other
approaches which, rather than modifying the basics of lossless encoders, proceed
as preprocessing techniques detached from the particular image encoder [5,6].

Among these preprocessing techniques, histogram packing cuts down the
approximation error by decreasing the image variation [7]. The simplest method
of histogram packing is known as offline histogram packing [8–10]. It simply
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Fig. 1. Impact of histogram sparseness on JPEG-LS: (a) An example of a continuous-
tone natural image ‘Lena’, (b) Prediction error histogram of ‘Lena’, (c) An example
of an image with sparse histogram ‘Books’, (d) Prediction error histogram of ‘Books’.

corresponds to an order-preserving one-to-one mapping which makes the sparse
histogram condensed to the lowest part of the nominal intensity interval with
maintaining the general order.

Block-based histogram packing [11] supplies also an interesting alternative
to the global histogram packing by dint of its ability to exploit the local char-
acteristics. To explore these characteristics, the procedure consists basically on
applying the offline histogram packing technique on consecutive image blocks
of a predefined size. By comparison with the global offline histogram packing,
the major difference, instead of one, block-based histogram packing generates
many mapping tables (one per image block). Hence, the increase in the number
of blocks produces a compression efficiency loss. The total number of overhead
bits, depending on the number of image blocks and the size of the mapping
table, becomes increasingly significant. Notwithstanding, as in [12–14], it has
been shown that block-by-block encoding leads to improvements especially for
images with locally sparse histograms.

Recently, Masmoudi et al. [15] proposed an efficient block-wise lossless image
compression algorithm for images with sparse histograms. This method con-
sists in encoding separately each image block with a suitable alphabet reduction
scheme which takes advantage of the strength likelihood between active sym-
bol sets of current image blocks and their neighbors. This alphabet reduction
scheme provides, for each image block, the smallest set containing all the existing
symbols with the minimum overhead bits.

In [16], Iwahashi et al. introduced a new preprocessing technique based on
a simple quantization scheme. Unlike the classical uniform quantization, a non
zero-bin condition is added. This scheme includes the histogram packing as a
spacial case. Iwahashi et al. showed that the combination of the zero-skip quan-
tization with any lossless encoder can outperform the existing methods for sparse
histogram packing in both lossless and near lossless coding.

In this paper, we extend the technique of [15] to introduce a new compression
technique (ABBHP) for images with sparse and locally sparse histograms. We
propose to encode image block by block by using offline histogram packing with
the alphabet reduction scheme in order to produce an adaptive block based
histogram packing.
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3 Proposed Approach

In this section, we present a full description of the algorithm of the proposed
scheme (ABBHP).

3.1 Alphabet Reduction Scheme

The alphabet reduction scheme (ARS) takes advantage of the strength likelihood
between neighboring blocks. The aim of this scheme is to attribute for each block,
a set of symbols as close as possible to its corresponding active symbol set, with
the minimum overhead bits as possible. In fact, the similarity between sets of
active symbols can be measured with the Hamming distance. The Hamming
Distance between two sets I and K, denoted by D(I,K), is the sum of the newly
appearing symbols number D+ = |I \ K| and the disappearing symbols number
D− = |K \ I|.

We consider I as the original image to compress which is composed of N
non-overlopping blocks, I = I1, I2, . . . , IN . Each pixel takes a value from the
nominal alphabet of the image A, where A = {α1, . . . , αn}, e.g., for an 8-bit
gray-scale image A = {0, . . . , 255}. We denote by P the probability distribution
of the symbols of the alphabet A.

Step 1: Calculate the set of active symbols of the whole image X0 which will
be encoded by its binary representation B with | A |-bits length calculated as
follows:

X0 = {αi ∈ A/P (αi) �= 0} , (1)

B(i) =

{
1, ifαi ∈ X0

0, otherwise
. (2)

Step 2: Read the image block by block. For each block Ik, compute its active
symbol set Xk, minimum Mink, maximum Maxk, and the set of its neighbor
block active symbol sets N k:

Xk =
{

αi ∈ A/∃t, Ik(t) = αi

}
. (3)

We consider only three neighboring blocks, then N 1 of the first image block,
which is located at the top left corner of the input image, is equal to X1

Min−Max.

Otherwise, the N k of blocks belonging to the first block row is
{
Xk

0 ,X
k
Min−Max

}
.

However, N k of blocks belonging to the first block column is
{
Xk

1 ,X
k
Min−Max

}
.

For the remaining blocks we have:

N k =
{
Xk

0 ∪ Xk
1 ∪ Xk

2 ∪ Xk
Min−Max

}
, (4)
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where Xk
j corresponds to the set of active symbols in Ikj the j’th neighbor block

of Ik. Xk
Min−Max is the symbol set containing all the elements of X0 having a

value between the minimum and the maximum symbols present in Xk:

Xk
Min−Max =

{
Mink, . . . ,Maxk

}
. (5)

Step 3: Seek for the closest neighbor block set X̂
k

for which D(Xk,Xk
j ) is min-

imum where Xk
j ∈ N k. Let’s denote by ĵ its position in N k, i.e., ĵ ∈ {0, 1, 2, 3}.

This method needs to send ĵ value, of each block, as an additional information
to the decoder, ĵ is encoded with �log2(3 + 1)� bits.

Step 4: Instead of encoding all the active symbols of each block, the encoder
selects only the newly appearing symbols, i.e., the pixels’ intensities that appear
in the current block and disappear in the neighboring blocks. Hence, each block
can be encoded with the smallest possible set representing its active symbol
set based on its neighboring blocks. If ĵ corresponds to the position of one of
the neighboring blocks, ĵ ∈ {0, 1, 2}, compute the set of the newly appearing
symbols NAS and its length D+ where:

NAS = Xk \ X̂
k
. (6)

If there are no newly appearing symbols, D+ = 0, then encode the bit “0”,
otherwise, encode each newly appearing symbol with �log2(|X0| − |X̂k|)� bits

using its index in X0 \ X̂
k
.

If not, i.e., ĵ=3, X̂
k

corresponds to the last symbol set in Nk, encode Mink and
Maxk values as additional information. We encode each value with �log2(|X0|)�
bits.

Step 5: Compute the estimated symbol set used when encoding the kth block
given by:

R̃k = Xk ∪ X̂
k
. (7)

Let us assume that R̃k is an ascending sorted set of r different intensity values,
R̃k = α0,. . . , αr−1, where αi ∈ A and r ≤ |A|.

3.2 Offline Histogram Packing

Finally, we made use of the offline histogram packing with the aim to reduce
the effect of histogram sparseness on image compression standards. The offline
histogram packing is then used to map R̃k. It maps ascending sorted intensity
values into ascending sorted contiguous indexes.

h = (α0 	→ 0, α1 	→ 1, ......, αr−1 	→ r − 1)

Note that in this work, we have not presented an implementation detail for
JPEG-LS as our proposed method does not imply any modification of its code.
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A further advantage of JPEG-LS is the so-called “sample mapping procedure”
which allows the decoder to map each decoded sample value into a reconstructed
one [4]. This feature, although expected for handling palette images, can also be
used to store additional information for our proposed process.

Furthermore, the restriction of the number of symbols for each block will
improve the coding performance of our proposed algorithm in terms of speed
processing and complexity as the number of computations is linear proportional
with the size of the set of symbols. In addition, the modifications brought to the
initial image made by the offline histogram packing reduce the unwanted effects
of histogram sparseness on encoding algorithms.

4 Experimental Results

To measure the performance of our method two sets of test images are used.
The first set of images contains Eleven gray-scale-converted version of a set used
by Ausbeck in his PWC coder [9]. The second set regroups five images available
from the University of Waterloo Greyset2 collection [17]. This set was used to
illustrate the performance of JPEG2000 and JPEG-LS for this type of images
[18]. The compression performance of the proposed method is also compared to
that of the scheme (ARS), published in [15], when combined with an adaptive
arithmetic coding (AAC).

Figure 2 illustrates the prediction error distribution obtained by the MED
predictor for a sparse histogram image “Frog”. As depicted in Fig. 2b, a loss of
efficiency occurs when this predictor is applied directly to this image. A signifi-
cant improvement is observed when the proposed method is used. The generated
error histogram shows a sharply distribution with one peak centered at zero and
two-sided exponential decay, which is similar to the standard prediction error
histogram for natural images. Moreover, the proposed method, when followed by
the MED predictor, produces small prediction errors which confirms the supe-
rior performance of the proposed method over the offline histogram packing
technique.

(a) (b) (c) (d)

Fig. 2. Improvement of the prediction made by MED predictor with sparse histogram
images: (a) Image Frog, (b) Original prediction error histgoram, (c) Prediction error
histogram when OFF HP is applied, (d) Prediction error histogram when the proposed
method is applied.
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Table 1. Comparison between bit rates obtained by lossless JPEG-LS with (OFFHP
columns) and without offline histogram packing (Normal columns) and the proposed
approach (ABBHP columns) for the first and the second image sets.

Image ARS+AAC JPEG-LS

Name Size (Byte) Intensities Entropie Normal OFFHP ABBHP

Benjerry 27, 960 41 2.39 1.49 1.92 1.40 1.36

Books 56, 922 7 2.19 1.44 5.61 1.97 1.60

Cmpndd 393, 216 142 2.48 1.20 1.45 1.52 1.25

Cmpndn 393, 216 137 2.41 1.04 1.21 1.29 1.02

Gate 60, 912 72 4.29 2.43 3.60 2.71 2.48

Music 12, 321 8 2.11 1.12 2.88 1.59 1.42

Netscape 61, 200 30 3.48 2.08 2.82 1.76 1.82

Sea dusk 157, 300 42 4.50 0.74 0.20 0.19 0.24

Sunset 307, 200 133 6.44 2.47 2.13 1.91 1.86

Winaw 294, 345 10 2.09 0.58 1.30 0.59 0.55

Yahoo 27, 140 138 3.01 1.66 2.60 2.43 1.70

Average 162, 884 69.09 3.21 1.47 2.34 1.58 1.39

France 333, 312 249 6.28 2.21 1.41 1.40 0.78

Frog 309, 258 102 4.97 3.30 6.04 5.17 3.94

Library 163, 328 221 5.85 4.73 5.10 5.00 4.95

Mountain 307, 200 110 6.22 5.20 6.42 5.24 5.16

Washsat 262, 144 35 2.87 2.53 4.12 2.00 2.08

Average 275.048 143.40 5.24 3.60 4.61 3.76 3.38

Note: OFFHP, Offline Histogram Packing; ABBHP, Adaptive Block Based Histogram
Packing; ARS, alphabet reduction scheme; AAC, adaptive arithmetic coding.

Table 1 presents the compression results obtained with the lossless JPEG-LS
for blocks of 16×16. The coding rate shown in boldface represents the best result
for each image set. This table confirms that the proposed method outperforms
JPEG-LS with and without offline histogram packing for almost the test images.
Offline histogram packing is lightly favorable for only three images which is due
to the additional bits required for the decoding process. When compared to the
method of [15], we can record an interesting bit rate reduction for the two test
image sets.

In Fig. 3 we compare the bitrate values between original images and com-
pressed ones using JPEG-LS without and with preprocessing techniques. Results
confirm the loss of performance of JPEG-LS when handling sparse histogram
images. As we can see, a significant loss of bitrate between original and com-
pressed images occurs when using JPEG-LS directly for several test images which
are; Music, Books, Frog, Mountain and Washsat. Entropy increase is due to the
loss of efficiency during the prediction stage of JPEG-LS as we have shown in
Sect. 2.

Moreover, the proposed method was designed to be efficient and suitable for
both hardware and software implementations. It is important to note that the
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overall complexity of the proposed algorithm is linear in the size of the image.
The simplicity of the algorithm and the low complexity are shown with the
interesting improvement of the compression performance.

Fig. 3. Bitrate values obtained for each image comparison of bitrate between original
and compressed images when applying JPEG-LS without and with: offline histogram
packing OFFHP and the proposed method ABBHP.

5 Conclusion

In this work, we have proposed an efficient preprocessing technique to improve
the lossless compression efficiency for images with sparse histograms using the
ARS with the offline histogram packing. This method reduces the size of the
additional information by encoding the newly appearing symbols for each block
using its neighboring blocks. In addition, it maps the sparse samples into a
contiguous set. The experimental results confirm that this novel method outper-
forms JPEG-LS by 40,6% and by 12% when using the offline histogram packing
as a preprocessing. Moreover, it does not require any modification of the code of
the compression technique which means it can be used with any image encoder.
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