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Abstract. In this paper we propose to improve image and video
sequences segmentation through the integration of feature selection pro-
cess into an unsupervised learning approach based on a finite mixture of
bounded generalized Gaussian distributions (BGGMD). The proposed
algorithm is less sensitive to over-segmentation, more flexible to data
modeling and leading to better characterization and localization of object
of interest in high-dimensional spaces since it is able to automatically
reject irrelevant visual features. In order to determine adequately and
automatically the number of regions in each image or frame, spatial
information is incorporated as a prior information between neighboring
pixels. Experimental results which are performed on a several real world
images and videos demonstrate the effectiveness of the proposed frame-
work with respect to other conventional Gaussian-based mixture models.
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1 Introduction

Accurate images and video sequences segmentation is always a crucial step in
many applications such as object detection and tracking. To deal with this prob-
lem, we proceed constantly by involving more and more information (visual fea-
tures) in the whole segmentation process. Visual features (color, texture, shape,
etc.) can be divided into two sub-sets: relevant (informative) and irrelevant
(uninformative) features. The irrelevant features can be just noise which make
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the identification of the real regions too difficult. In addition, the presence of
self-shadow or nonuniform illumination can form new false clusters and all these
issues lead to the so-called over-segmentation. Therefore, it is important to avoid
irrelevant features during the segmentation process to better recognize objects
in a given image or frame. In the state of the art, feature extraction and selection
steps have been widely used in the field of computer vision and image processing.
For example, an adaptive Mean-Shift Blob tracking technique and graph cuts
theory are used in conjunction with a step of shape features extraction in [14] to
better characterize the ROI. In [25], an active feature selection approach based
on Fisher information criterion is developed. It employs an online boosting fea-
ture selection mechanism by optimizing the Fisher information criterion which
is validated with success for real-time object tracking. Later, this work has been
extended in [24] by integrating a prior information to handle efficiently visual
drift. Another effective feature selection method for color image segmentation
is developed in [9] which selects a group of mixed color features from different
color spaces based on the principle of the least entropy of pixels frequency his-
togram distribution. Finite mixture models have been also widely used for image
and video segmentation [1,3,5,15–17,19]. For example in [19], Gaussian mixture
model (GMM) has been used with a feature extraction method for conditional
random fields (CRF) to extract objects and background from images. In [1],
authors investigates the benefits of the generalized Gaussian mixture model as
a flexible model to segment images. In [20], authors introduced a method for
change detection in videos of crowded scenes by combining an extended mixture
of Gaussian Switch Model and a Flux Tensor pre-segmentation. Mixture models
have been also used in [23], in which an ontology-based semantic image segmen-
tation approach that jointly models image segmentation and object detection is
proposed. It is important to note that conventional Gaussian-based models have
an issue related to their distributions which are unbounded. In fact, in many
applications, the observed data are digitalized and have bounded support and
this statement can be exploited to select the appropriate model shape. Thus, the
bounded generalized Gaussian mixture model has been developed in [11,18] as
a generalized model, which includes Gaussian model (GMM), Laplacian model
(LMM) and generalized Gaussian model (GGMM) as special cases. This new
model has the advantage to fit different shapes of the observed data such as
bounded support and non-Gaussian data. Moreover, it is possible to model the
observed data in each component of the model with different bounded support
regions. The bounded Generalized Gaussian mixture model (BGGMM) have
been well used and outperforms other classical Gaussian-based mixture models
especially in the case of speech modelling [11] and image denoising [6]. Moti-
vated by the aforementioned observations, we introduce in this work a feature
selection approach for the finite bounded generalized Gaussian mixture model
(BGGMM + FS) for image and video segmentation, which includes the GMM,
LMM, GGMM, and BGMM, as special cases. On the other hand, we associate
a relevance weight for each feature which measures the degree of its dependence
on class labels. In order to select the optimal number of components, we derive
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also a Minimum Message Length criterion [22] specific to the proposed mixture
model and we integrate the spatial information as a prior information between
neighboring pixels through the well known EM-algorithm. Finally, we validate
our framework for both real world images and video sequences segmentation. The
remainder of this paper is organized as follows. Section 2 outlines the proposed
unsupervised feature selection model based on a bounded generalized Gaussian
mixture model with feature selection mechanism and spatial information. Then,
in Sect. 3, obtained results and a comparative study are presented. Finally, we
end with a conclusion and some future works in Sect. 4.

2 Unsupervised Feature Selection Model

Let X be an image composed by a D-dimensional vectors X = {X1, ...,XN}. This
data set can be described using a mixture of K components. Each component is
identified by a set of parameters denoted by θj . The mixture of this distribution
can be written as:

p(xi|Θ) =
K∑

j=1

πj

D∏

l=1

f(xl|θjl) (1)

where πj are the mixing proportions, f(xl|θjl) represents the probability density
function of the l − th feature in component j, Θ = {θ1, ..., θK , π1, ..., πK} is the
complete set of parameters used to characterize the mixture model and K ≥ 1 is
the number of components in the mixture model [13]. Each f(xl|θjl) is defined as:

f(xl|θjl) =
fggd(xl|θjl)H(xl|Ωjl)∫

∂jl
fggd(u|θjl)du

(2)

Where H(xl|Ωjl) is the indicator function which defines for each component
Ωjl the bounded support region ∂jl in � ( with H(xl|Ωjl) = 1 if xl ∈ ∂j) and
fggd represents the generalized Gaussian distribution [1,17]. In order to provide
an accurate estimation of the number of clusters, we consider for each pixel
its immediate neighbors which we call peers [2]. Let X and the set of peers
X̂ =

{
X̂1, ..., X̂N

}
be our observed data. The set of membership indicators for

all pixels Z = {Z 1, ...,ZN} correspond to the unobserved data, where Z i =
{Zi1, ..., ZiK} is the missing membership indicator and Zij is equal to one if Xi

belongs to the same cluster j as X̂i and zero otherwise. In order to estimate
the model’s parameters we adopt Maximum Likelihood approach within the
expectation maximization (EM) algorithm [13]. The complete data likelihood
function is given as:

p(X , ̂X , Z|Θ) =

N
∏

i=1

K
∏

j=1

[

πjf(Xi|θj)πjf( ̂Xi|θj)
]

Zij

(3)

Let φl a binary variable, where φl = 0 when the lth feature is irrelevant. Thus,
the distribution of each xil is given as [10]:

p(xil|θ∗
jl,ϕ

∗
l , φl) � (p(xil|θjl))

φl (p(xil|ϕl))
1−φl (4)
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The unknown distribution of the lth feature is denoted by the superscript star,
p(xil|θjl) and p(xil|ϕl) are univariate bounded generalized Gaussian distribu-
tions. Since the mixture of BGGDs is almost able to approximate any arbitrary
distribution of irrelevant feature, we consider the irrelevant component p(xil|ϕl)
as a common mixture of BGGDs independent of the region labels. Therefore, we
can deal with the case when a feature is defined by only overlapped component
which make the distinction between real regions of an image more difficult to
achieve. In this common mixture, we consider K as the number of components
with the parameters ϕ1l, ..., ϕKl for each feature. The outline of feature saliency
technique can be described following these steps: (1) φl’s are considered as miss-
ing variables, (2) we consider ρl1 = p(φl = 1), the probability that the lth feature
is relevant and ρl2 = p(φl = 0) the probability that the lth feature is irrelevant
(such that ρl1 + ρl2 = 1). Consequently, we derive the following model for the
segmentation with feature selection:

p (x i |Θ) =
M∑

j=1

pj

d∏

l=1

(
ρl1 p(xil|θjl) + ρl2

K∑

k=1

πkl p(xil|ϕkl)

)
(5)

The prior probability πkl denotes that xil is generated by the kth component
of the common mixture, given that the lth feature is irrelevant (φl = 0) where∑K

k=1 πkl = 1. Thus, the segmentation approach by integration a feature selec-
tion mechanism can be performed by optimizing an objective functional that
estimates a set of all model’s parameters which we will note Θ = (p, θjl, ϕkl,πl)
where p = (p1, ..., pM ), θjl = (λjl, μjl, σjl) and πl = (πl1, ..., πlK). In order to
perform feature selection, we use the minimum message length (MML) criterion
as proposed in [22]. Within the following constraints: 0 < pj ≤ 1, 0 < ρl1 ≤
1, 0 < πkl ≤ 1 and

∑M
j=1 pj = 1,

∑k
K=1 πkl = 1, the final MML objective of a

data set X is given as:

MML = −log p(X |Θ) +
c

2
logN +

3d

2

M∑

j=1

log pj +
3
2

d∑

l=1

K∑

k=1

log πkl

+
c

2
(1 + log

1
12

) +
3M

2

d∑

l=1

log ρl1 +
3K

2

d∑

l=1

log ρl2

(6)

3 Experiments and Discussions

In this work, we conducted a series of experiments on many examples of real
world image and video segmentation. We compared the performance of the pro-
posed segmentation model for feature selection in bounded generalized Gaus-
sian mixtures (BGGMM + FS) with the Gaussian mixture (GMM), a Gaussian
mixture with feature selection (GMM + FS), the generalized Gaussian mixture
(GGMM), a generalized Gaussian mixture with feature selection (GGMM + FS),
and the bounded generalized Gaussian mixture (BGGMM).
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3.1 Experiment 1: Color-Texture Image Segmentation

In this application, each pixel is represented by a feature vector x (i, j) that
contains color and texture information. 19 visual features are calculated and
used to describe images as follows: 16 texture features are calculated from the
color correlogram (CC) [3,8] and 3 color features are obtained using the RGB
color space. Performances are determined w.r.t the ground truth. To this end,
we perform tests on the database provided by the Berkeley Benchmark [12].
Quantitative measures are done on the basis of the accuracy and the boundary
displacement error (BDE) [12] as depicted in Table 1. It should be emphasized
that better results are obtained when the accuracy value is high and the BDE
is low.

Accuracy : it measures the proportion of correctly labelled pixels over all
available pixels and it is calculated as: Accuracy = TP +TN

TP +FP +TN +FN .
Boundary displacement error (BDE): it measures the average displacement

error of one boundary pixels and its closest boundary pixels in the other seg-
mentation [7].

Table 1. Average metrics for all images in the Berkeley benchmark dataset produced
by different algorithms

Algorithm GMM GMM + FS GGMM GGMM + FS BGGMM BGGMM + FS

Accuracy 0.9210 0.9326 0.9387 0.9503 0.9498 0.9668

BDE 0.324 0.276 0.291 0.218 0.223 0.186

A summary of the segmentation accuracy are shown in Table 1. Accord-
ing to these results, we can conclude that both BGGMM+ FS, BGGMM
and GGMM+ FS are able to provide high performances. More precisely, the
BGGMM+ FS outperforms the other models. Indeed, the accuracy value is
about 96.68% for BGGMM+ FS, against 94.98% for BGGMM and 92.10% for
GMM. It is noteworthy that the consideration of the spatial information within
the proposed model allows the fusing of small regions into the main ones and
permits to have more accurate number of clusters and segmentation results.
In addition, the feature selection step has a positive impact and enhanced the
segmentation quality since BGGMM+ FS outperforms BGGMM (i.e. without
feature selection).

3.2 Experiment 2: Video Segmentation

Video segmentation is an important task for a variety of applications, such as
object retrieval and tracking which require an accurate segmentation approach.
It is noteworthy that most of existing video are contaminated with irrelevant
data such as noise, self shadowing, etc., which can decrease the accuracy of their
segmentation. Let F be the number of frames in a video sequence composed by
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R regions. In order to provide a good segmentation result, we have to discard
irrelevant frames from the video sequence. Thus, the frames in which objects
are not well separated will be automatically rejected. In this case, the proposed
video segmentation model with feature selection is formulated as follow [21]:

p (x i f |Θ) =
R∑

j=1

pj

F∏

f=1

(
ρf1 p(xif |θj) + ρf2

K∑

k=1

πkl p(xif |ϕk)

)
(7)

In this manner, frames become the features among which selection is performed,
where f is the frame number, x i f is the value of the pixel i in the frame f
and ρf1, ρf2 designate the salience of the frame f . As it has been described
above, the EM algorithm is used to estimate the model parameters. Therefore,
the distributions of the irrelevant frames will be forced to zero and thus not
considered as informative data for the segmentation task. Figure 1 shows the
segmentation results of four different video sequences (Akiyo, Gandma, Claire,
Mother-Daughter) using the tested models. A quantitative comparative study
between different methods is given also in Table 2. From these measurements, we
notice that the results are improved using our model BGGMM+ FS. Also, the
integration of the spatial information in the proposed model helps to overcome
the problem of over segmentation and to find the accurate number of regions as
illustrated in the two last rows of the Table 2. All these results confirm clearly
the enhancement brought by the proposed model against the compared ones.

Fig. 1. Video Segmentation Results; Column1: Original frame, Column2: GMM, Col-
umn3: GMM + FS, Column4: GGMM, Column5: GGMM + FS, Column6: BGGMM,
Column7: BGGMM + FS
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Table 2. Average metrics and estimated number of regions for different video segmen-
tation models. Values between parentheses denote the real number of regions for each
video

GMM GMM+FS GGMM GGMM+FS BGGMM BGGMM+FS

Accuracy 0.941 0.944 0.949 0.956 0.962 0.966

BDE 0.354 0.320 0.317 0.269 0.246 0.207

M̂ [Akiyo (10)] 14 12 14 13 13 12

M̂ [Claire (7)] 9 8 9 8 8 7

4 Conclusion

In this paper, we have presented a spatially constrained unsupervised learning
statistical model with feature selection approach for image and video segmen-
tation. This model is based on combining a bounded generalized Gaussian mix-
ture model with spatial information and a feature selection operation in order to
enhance the segmentation performances of both color-texture images and videos.
The proposed approach has the ability to automatically detect the appropriate
number of clusters thanks to the spatial information and the MML criterion.
Obtained results show the merits of our proposed framework which outperforms
conventional gaussian-based models (with and without feature selection). As a
future work, we plan to use an enhanced extension of the EM algorithm which
is the ECM method [4] to avoid some problems related to EM.
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