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Abstract. The recent advances in mixed reality (MR) technologies pro-
vide a great opportunity to support deployment and use of MR applica-
tions for training and education. Users can interact with virtual objects
that can help them be more engaged and acquire more information
compared to the more traditional approaches. MR devices, such as the
Microsoft HoloLens device, use spatial mapping to place virtual objects
in the surrounding space and support embodied interaction with those
objects. However, some applications may require an extended range of
embodied interactions that are beyond the capabilities of the MR device.
For instance, interaction with virtual objects using arms, legs, and body
almost the same way we interact with physical objects. We describe an
approach to extend the functionality of Microsoft HoloLens to support
an extended range of embodied interactions in an MR space by using the
Microsoft Kinect V2 sensor device. Based on that approach, we devel-
oped a system that maps the captured skeletal data from the Kinect
device to the HoloLens device coordinate system. We have measured the
overall delay of the developed system to evaluate its effect on applica-
tion responsiveness. The described system is currently being used for the
development of a HoloLens application for nurse aide certification in the
Commonwealth of Virginia.
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1 Introduction

Mixed Reality (MR) technologies allow for providing users with an environment
that blends the physical surroundings with virtual objects. In order to support
user interaction in such environment, there should be means to capture user
inputs. Different MR devices tend to support user interaction in a variety of
ways, where a user may provide input using physical controls, voice commands,
and/or gestures. For instance, the ODG MR-glasses [22] has several input capa-
bilities including on-device buttons and trackpad, a Wireless Finger Controller
(WFC) with motion/gesture functionality, and a Wireless Bluetooth Keyboard
with multifunction command keys. Another example is the Microsoft HoloLens
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device [20], which uses spatial mapping to place virtual objects in the surround-
ing space and supports interaction with those objects through voice commands
or gaze and air-tap. In gaze and air-tap interaction, the user gazes at the object
of interest before making the air-tap gesture to trigger an action. Alternatively,
the user may trigger the action by pressing a single-buttoned Bluetooth device,
namely clicker.

The HoloLens’ support for gesture-based input is very limited as it can rec-
ognize only two predefined gestures; air-tap and bloom. In several interaction
scenarios, users might prefer to interact with virtual objects in a more engaging
manner using their limbs almost the same way they interact with their physical
counterparts. Unfortunately, this kind of embodied interaction is not supported
by the current MR devices. However, support for user interaction in MR envi-
ronments can be extended with the aid of other devices. Compared to the use of
gaze and air-tap or the use of voice commands to interact with virtual objects,
the support for embodied interaction can provide a more natural way to interact
with the surroundings and allows for developing a rich user interface.

The remainder of the paper is organized as follow. Section 2 provides the
related work. Section 3 explores the limitations of MR devices constraining their
ability to support user interaction in MR environments. In Sect. 4, we present
an approach to extend user interaction in MR environments. Based on that
approach, we developed a system that integrates Microsoft HoloLens and Kinect
devices. Section 5 demonstrates a case study, where the developed system enables
user interaction in an MR space using different body joints. System performance
(latency) is discussed in Sect. 6 while Sect. 7 concludes the paper.

2 Related Work

Virtual reality (VR) and Augmented Reality (AR)/MR technologies [5] tech-
nologies/applications are becoming more affordable and thus more accessible to
general users. While there are over forty years of research in this area, we still
need more findings to better understand challenges when it comes to developing
MR applications. For example, in the education domain, MR [15]/AR [2], and
VR [6] applications have been used mostly in higher education (science, human-
ities, and art), unlike vocation education. In the medical/health domain, MR
has been mostly used for medical treatment, surgery, rehabilitation, education,
and training, but not universally to other medical fields [7].

Some of the challenges in creating AR systems were explored by Dunleavy
et al. [10]. They studied the limitation and affordances of an MR system. The
results showed that although using MR system could significantly increase stu-
dent engagement, there are still hardware and software issues. The advantages
of MR include learning gains, motivation, interaction, and collaboration. Better
learning performance, motivation, and engagement demonstrate the effective-
ness of MR [2]. However, there is a need for longitudinal studies to study the
evolution of knowledge and skills over time and to inform about the suitability
of MR for supporting significant learning.
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While being less immersive may be an inherent problem for MR technology,
meanwhile it also proposes an interesting question for how we can expand the
application scope for full utilization of this technology. One of the main chal-
lenges of MR is the limited field of view. As such, how to visualize large chunks
of (or big) data is questionable [28]. With technology progressing forward, it is
expected that the field of view can be enlarged even beyond of the human field
of view in the near future [27,32] so this roadblock can be alleviated.

Another challenge of MR is that while it offers more naturalist interaction
experiences [24], it is less immersive compared to the virtual reality technology.
Hence, users can be distracted by environmental and other related factors leading
to adverse impacts on usability [18]. This implies that MR is not a universal
suitable technology for every different application.

MR systems inherently depend on the surrounding space to support user
interactions. Our cognitive processes are dependent on how our body interacts
with the world (affordances) [16,17] and how we off-load cognitive work onto our
physical surrounding (embodied cognition) [30].

Embodied interactions demonstrate the importance of the body’s interactions
with the physical world. Interaction of our body and the surrounding physical
world affect our cognitive processes and embodied cognition [31]. Embodiment
cognition leverages the notion of affordances, potential interactions with the
environment, to support cognitive processes [8]. Embodied interaction [8] and
embodied user interfaces [11] lead towards invisible user interfaces and move the
computation from desktop computers to physical space and place [9].

MR can also be used in a collaborative setting. Billinghurst and Kato
explored the notion of functional and cognitive seams in collaborative MR sys-
tems [4] and reviewed MR techniques for developing collaborative interfaces.
These results are reflected in collaborative and standalone MR applications [12].
Sharing gaze, emotions, and physiological cues can enhance collaboration in
MR [25] and affect education outcomes [21] and collaboration [26]. The appear-
ance of avatars/virtual agents can affect critical emotional reactions in inter-
personal training scenarios as well as users’ perceptions of personality and social
characteristic [29].

3 Problem Definition

The main goal of MR is to enrich the actual physical environment with digital
(virtual) entities. To achieve full immersion, the MR environment should react to
user’s behavior appropriately and the interaction should be as natural and intu-
itive as possible. The spatial awareness of an MR device, such as the Microsoft
HoloLens device [20], allows a great degree of freedom regarding recognition,
movement, and exploration of confined spaces and physical objects, enriched
with virtual objects. However, the interaction capabilities of the HoloLens are
limited by multiple factors which play an important role regarding the natural
feeling to an immersive environment.

The interaction concept is based on voice commands, gaze tracking, hand
tracking, and hand gestures. This concept yields the limitations of the device.
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We focus on the limitations induced by gaze tracking, hand gestures, and hand
tracking. For gaze tracking, the HoloLens uses its orientation to indicate its
user’s gazing direction. This assumption is not always true as a user may gaze
at different directions while maintaining the same head orientation. Therefore,
a virtual cursor is usually utilized to help the user perceive the gazing direction
assumed by the HoloLens. Adding such extra virtual objects to an MR scene
may not be the best way to support natural and intuitive interaction.

For hand gestures, the HoloLens supports only two core gestures, namely
bloom and air-tap. The bloom gesture is reserved by the system to perform
predefined special actions, such as showing/hiding the start menu and exiting
from a running application. This limits the supported gestures when interacting
with a HoloLens application to one gesture only, the air-tap, which is a transition
between two recognizable hand states, ready and press as shown in Fig. 1.

Fig. 1. Air-tap gesture, a switch from the ready to the press state [19].

For hand tracking, the HoloLens can track a hand position only if it is in
the ready state (see Fig. 1), a closed fist with the index finger pointing up. Con-
sequently, a user must maintain the ready hand state to enable hand tracking,
which might be inconvenient, especially for long interaction scenarios. More-
over, the HoloLens cannot discriminate between left and right hands. In fact,
the HoloLens treats a tracked hand as a disjoint object floating in space with
no information about its side nor whether it belongs to the user or not. Conse-
quently, the HoloLens may track the hand of a person other than the user and
trigger actions accordingly, which can cause interaction conflicts in collaborative
spaces with multiple users wearing HoloLens devices.

Both gesture recognition and hand tracking require the user’s hand to
be within the HoloLens’ field of view. Additionally, gaze tracking follows the
HoloLens’ orientation rather than the actual gaze direction of the user, requir-
ing the user to adjust the head orientation towards the object of interest rather
than simply gazing at it. Both of these preconditions add a limitation to the pos-
sible space of interaction and create the need for not necessarily natural behavior
patterns in order to interact with objects in a given environment. The lack of
custom gestures recognition and full-body tracking (or at least discriminating
left and right hands) limits the possible range of interaction. Natural interaction
patterns such as interaction with both hands at the same time or interaction with
multiple objects simultaneously are not (or only to a certain degree) possible.
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Furthermore, the requirement of using unnatural hand gesture (ready state)
in order to activate hand tracking and interact with the surroundings can greatly
affect the quality of interaction as it interrupts the immersive experience and
poses a difficulty to overcome, especially for users which are inexperienced with
the usage of these gestures.

Integrating additional tracking devices, such as the Kinect V2 device, to
observe the HoloLens user enables full-body tracking and identification of differ-
ent body parts. Utilizing such information allows for developing more complex
interaction schemes, involving multiple body parts and a higher level of detail
for a broader range of recognizable gestures. For example, the recognition of the
entire skeleton allows interaction with objects outside of the HoloLens’ field of
view and interaction with both hands at the same time. Moreover, interaction
is not restricted to gestures performed with hands but can be extended to other
body parts. The skeletal information, in combination with the spatial awareness
of the HoloLens, allows for inferring contextual information from natural body
movements.

4 Proposed Approach

We rely on tracking devices to capture the body movements and gestures of the
user on behalf of the MR device. Providing such information allows MR applica-
tions to overcome the limitations of the MR devices and support rich interaction
scenarios. Before MR devices can benefit from user tracking information, this
information should be mapped from the tracking device coordinate system to the
MR environment coordinate system. Registering two coordinate systems can be
achieved by collecting a set of point pairs. Each pair consists of two correspond-
ing points, one from each coordinate system. Once those points are collected,
a registration algorithm can be applied to obtain a transformation matrix that
maps a point from one world to the other. Several registration algorithms have
been proposed such as the algorithm proposed by Besl and McKay [3] and the
eight-point algorithm [14].

A system that integrates MR devices with user tracking devices is illustrated
in Fig. 2. For each tracking device, there is a server application providing access
to the tracking data provided by that device. The MR application should incor-
porate two modules, a client and a registration module. The client module is
responsible for obtaining the tracking data from the server over the network
interconnecting them while the registration module is responsible for mapping
obtained data to the coordinate system of the MR device. Following this archi-
tecture, MR devices can obtain data from several tracking devices and a tracking
device can provide data to several MR devices.

Some tracking devices can track several users simultaneously. Consequently,
MR devices may receive several tracking data sets for several persons. In that
case, the MR device may need to identify which data set belongs to the user.
Given that MR devices are head-mounted devices, the current location of a device
in the MR coordinate system gives a good indication of the current location of
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Fig. 2. Integrating MR devices and tracking devices.

the user’s head. Comparing the device location with the registered tracking data
sets can reveal which data set belongs to the user.

4.1 Implementation

Based on the proposed approach, we implemented a system that integrates
HoloLens devices with Kinect devices. A Kinect server application tracks the
user skeleton using the Kinect device. The HoloLens application obtains track-
ing data from the server through its Kinect client module before the registra-
tion module maps it to the HoloLens coordinate system using a transformation
matrix. In order to obtain the transformation matrix, we have developed a four-
step process (Fig. 3).

Fig. 3. Calibration process.

The goal of each step is to collect two corresponding points, one from the
Kinect coordinate system and another from the HoloLens coordinate system.
The four-point pairs are collected by asking the user to place a hand at four



320 M. Handosa et al.

different positions in space that are indicated by virtual objects. Once the user’s
hand is in position, hand tracking information is collected from both Kinect
and HoloLens to form a point-pair. Afterward, an algorithm is applied to obtain
the transformation matrix and save it for later use. Figure 4 shows a HoloLens-
rendered virtual skeleton aligned with the corresponding physical body.

Fig. 4. A registered skeleton aligned with the corresponding physical body.

4.2 Network Infrastructure

In order to communicate tracking data from the tracking server to the tracking
client, we have tested two communication models, direct and indirect (Fig. 5). For
direct communication, we use the User Datagram Protocol (UDP). The server
has a predefined listening port to which clients can send subscription requests.
The server collects tracking data from the Kinect device before sending it to
all subscribing clients. This communication model minimizes the communica-
tion delay. However, for multiple-Kinect setup, a HoloLens will need to com-
municate with multiple servers. Establishing several connections with different
servers complicates the networking model and makes network troubleshooting
more challenging.

In order to support multiple-Kinect/multiple-HoloLens setups while minimiz-
ing the communication model complexity, we use the Message Queue Telemetry
Transport (MQTT) protocol [1,13]. MQTT is a publish/subscribe communica-
tion protocol that relies on a broker to support indirect communication between
publishers and subscribers. Each Kinect server can publish tracking data to a
specific topic on the MQTT broker. Unlike direct communication, a client will
need to maintain only a single connection with the MQTT broker. The client can
subscribe to one topic or more to receive tracking data from one or more Kinect
servers. Although, indirect communication may introduce increased delays, it
allows for relaxing the complexity of the communication model. Furthermore,
additional data sources, including environmental and biometric sensors, can be
added.
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Fig. 5. Two alternative communication models: (a) UDP-based direct communication
and (b) MQTT-based indirect communication.

5 Case Study

In order to evaluate our approach in a non-lab environment, we used it in the
development of a HoloLens application for Nurse Aide skills training [23]. The
goal of the application is to augment the student’s experience in classroom set-
tings and to provide a rich set of educational contents in an MR environment.
Students need to learn a set of skills with quite specific steps in a certain order.
This requires not only the theoretical knowledge of how a specific skill needs to
be done but also practical application in order to manifest the exact workflow
required. With limited space and limited availability of hospital equipment in
schools, the number of workstations to actually practice the skills are limited as
well.

We developed a HoloLens application which recreates the scenery of hospi-
tal room. Within this virtual hospital room (Fig. 6a) are the required objects
and props to perform the skills in a ‘close to reality’ environment. Figure 6b
demonstrates an embodied interaction with digital entities, a denture, and a
toothbrush. Our application guides the student through the steps of a skill and
requires the student to perform specific and detailed interactions within the MR
environment in order to proceed to the next step of a skill.

Fig. 6. (a) The virtual hospital room. (b) Demonstration of using both hands simul-
taneously for brushing a denture.
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Almost all skills require at some point a more detailed user tracking than the
HoloLens alone can provide. For example, a crucial part of proper hand washing
requires the student to keep the hands and forearms at a downward angle to
prevent ‘contaminated’ water to run down the arms. With the HoloLens alone,
there is no possibility to check this condition. Another example is denture brush-
ing where a student should hold a denture in one hand and a toothbrush in the
other hand. With HoloLens alone, enabling hand tracking will require the stu-
dent to maintain both hands in the ready state (Fig. 1) and within the HoloLens
field of view, resulting in constrained and unnatural interaction. However, with
the additional data about the entire user skeleton provided by the Kinect, we
were able to achieve a level of detail and precision to track the user’s actions
sufficiently.

The application relies on HoloLens-based gesture recognition to support nav-
igation through its menus and to adjust different application settings. However,
once a given skill training is started, the application relies on Kinect data to
support user interaction. As most of the students had little to no experience
with MR devices and MR environments in general, it took some ‘warm-up’ time
for the students to get used to the new experience and to move around and inter-
act with virtual objects comfortably. While the gestures recognized using Kinect
data were easy to learn, the original HoloLens gestures (air-tap) required some
time to learn. After the initial learning phase, students were able to complete the
skill training without or with minimal further guidance. Integrating the Kinect
device into the system allowed the students to avoid the difficulties associated
with the use of unnatural gestures, which helps reducing the threshold for users
to comfortably interact with the virtual objects.

6 Results

Users should receive instant feedback as they interact with objects in an MR
space. A noticeable delay in response to user commands can degrade the user
experience dramatically. Therefore, the user’s skeletal information should be
delivered to the HoloLens with minimal latency to ensure the responsiveness of
the system. The responsiveness is determined by the delay (latency) between the
time at which the user makes a given gesture/move and the time at which the
user receives the corresponding feedback through the MR device.

For the purpose of estimating the overall latency, we have captured multi-
ple MR video recordings of user gestures, specifically the closed hand gesture.
Exploring the frames of the captured videos revealed that it takes at most four
frames for the HoloLens to provide a feedback after the user gesture takes place.
Figure 7 shows six consecutive frames from a captured MR video (30 frames per
second). The user starts with an open hand and the HoloLens displays a red
box indicating that the hand state is open (Fig. 7a). The user starts to close the
hand but it is not closed yet (Fig. 7b). The user’s hand is closed (Fig. 7c). The
user is waiting for the feedback (Fig. 7d, e). The user receives a visual feedback,
where a green box is shown (Fig. 7f).
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Fig. 7. Video recording consecutive frames for detecting a closed hand gesture using
Kinect and providing feedback through HoloLens.

Assuming that frame (b) was captured at time 0 and frame (c) was captured
at time T , then the user gesture takes place at time t1, 0 < t1 ≤ T . Similarly,
if frame (e) was captured at time 3T and frame (f) was captured at time 4T ,
then the feedback has occurred at time t2, 3T < t2 ≤ 4T . Consequently, the
delay d is 2T < d < 4T . The video frame rate is 30 frames per second and hence
T = 1/30 s or 33.33 ms. Therefore, the total system delay ranges between 66 and
134 ms. This estimated latency is caused by the processing and communication
steps that take place between a change in user skeleton state and providing the
corresponding feedback.

The overall latency d ≥ d1 + d2 + d3 + d4, where d1 is the time it takes the
Kinect device to capture a frame and send its data to the workstation; d2 is the
time it takes the workstation to extract skeleton information from the received
frame data producing a skeleton information message; d3 is the time needed to
send the skeleton information message from the workstation to the HoloLens;
and d4 is the time it takes the HoloLens to provide a feedback based on the
received skeleton information. Delays d1 and d4 are device specific and beyond
our control. The measured average values of d2 and d3 (using UDP-based direct
communication) are approximately 0.157 and 0.476 ms, respectively. Compared
to the overall latency, both d2 and d3 are negligible.

The HoloLens can recognize the press gesture (Fig. 1). On the other hand,
the Kinect device can recognize a closed hand gesture. Benefiting from the sim-
ilarity between the closed hand gesture and the press gesture, we were able to
measure the relative latency of the Kinect-based gesture recognition using the
HoloLens-based gesture recognition as a reference point. Although the Kinect-
based recognition involves several processing and communication steps, results
have shown that its performance is comparable to that of the built-in HoloLens
recognition. In fact, we noticed that the Kinect-based recognition can often per-
form faster than the built-in HoloLens gesture recognition. Figure 8 shows a
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Fig. 8. A closed hand (or press) gesture recognized by both Kinect and HoloLens.

closed hand (or press) gesture, where the Kinect-based recognition outperformed
the HoloLens-based recognition by approximately 51 ms.

Using MQTT-based indirect communication can simplify the communica-
tion model and make network troubleshooting less challenging, especially for
multiple-Kinect/multiple-HoloLens setups. However, a significant increase in
communication latency can degrade the user experience. The MQTT protocol
supports three Quality of Service (QoS) levels. The message delivery for QoS-0,
QoS-1, and QoS2 are at-most-once, at-least-once, and exactly-once, respectively.

Test results have shown that the average delay for the QoS-0, QoS-1, and
QoS-2 are approximately 2.743, 28.492, and 36.047 ms, respectively. Although
QoS-0 provides the smallest average delay, it allows for message dropping. How-
ever, this should not be a problem for applications that are interested in receiv-
ing the most recent tracking sample rather than receiving every tracking sample.
Compared to the UDP-based direct communication average, the MQTT-based
indirect communication with QoS-0 does not introduce a significant increase
considering the overall delay of the system (Table 1).

Table 1. Average delay (latency) of UDP-based and MQTT-based communication.

UDP MQTT

QoS-0 QoS-1 QoS-2

Average delay (milliseconds) 0.476 2.743 28.492 36.047
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7 Conclusion

MR devices provide an affordable opportunity to develop immersive applica-
tions. However, their limited input capabilities constrains the possible interac-
tions. We presented an approach to overcome this limitation by integrating MR
devices with tracking devices. An MR application can rely on the user tracking
information to extend its ability to capture user inputs and to support interac-
tion scenarios that were not possible before. Based on the proposed approach,
we developed a system to integrate Microsoft HoloLens and Kinect devices. We
presented a case study, where we utilized the developed system to support user
interaction in an MR space using different body joints. The system allows users
to interact with virtual objects and receive the corresponding feedback within
66 to 134 ms.

In order to support communication between Kinect devices and HoloLens
devices, we have tested two communication models, UDP-based direct commu-
nication and MQTT-based indirect communication. Test results have shown that
UDP-based communication introduces less average delay (0.476 ms) compared
to MQTT-based communication with QoS-0 (2.743 ms). Although the MQTT-
based communication introduces a slightly larger delay, it helps relaxing network-
ing and communication complexities, especially for multiple-Kinect/multiple-
HoloLens setups.

Current technical constraints and hardware limitations make a comprehen-
sive solution that combines the multitude of required sensors with VR and MR
devices difficult to achieve. However, there are many opportunities for combin-
ing multiple conventional and unconventional data sources (not only tracking
devices) in a comprehensive framework. When the data sources provide overlap-
ping coverage of the MR space, they can be used for internal data alignment,
error correction, and increased accuracy.
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