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Abstract. Bosnia-Herzegovina (BH) and its entity Republika Srpska (RS) are
among the most fragile democratic environments in Europe. In the first phase of
our long-term participatory design case study, we engaged the some of the main
activists in BH/RS, providing a structured picture of their practices in recent
years, concrete needs and the various constraints under which they act. Our
research highlighted importance and utilization of the social media for the
activism in the region, but also problems such as limited budgets and know-how
of the activists, intensive outsourcing practices, and a lack of awareness
regarding data privacy and cyber security. Due to the perspective of BH/RS, the
rising number of threats and impact incidents, and activist experiences from
other unstable regions, we propose a more structured approach to privacy and
security within activist circles and non-profit organizations. As the initial step in
the second phase of our study, we offered a prototype of the free web application
“CyberActivist” to BH/RS activists for user tests. Based on their qualitative
feedback we defined the functional and non-functional requirements on further
improvement of this privacy and security awareness tool. In the next phase, we
will technically address their direct feedback, as well as design recommenda-
tions from relevant research and user experience literature. We also plan to
propose design method improvements, design corresponding privacy and
security trainings and to further internationalize the tool.
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1 Introduction

Bosnia-Herzegovina (BH) and its entity Republika Srpska (RS) are among the most
fragile democratic environments in Europe. The relationship between this political
environment, the kinds of activism that seem to be prevalent, and how best to support
them is in the focus of our research. Our research follows the methodological concept
of long-term design case studies, as it was elaborated for practice-oriented design
research [3–5]. Design case studies are ethnographically informed studies that are
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“describing the original social practices, the design discourse, the design options
considered, the appropriation process, the effectiveness of the artifacts’ functions and
the emerging new social practices” [3]. They are based on a participatory and cyclic
approach of analyzing social practices in a pre-study, creating and implementing design
solutions and evaluating the appropriation practices of users. This paper presents
essential insights from the analytical pre-study and participatory design phase of a
long-term design case study that is still ongoing.

In the first phase of our design case study, we identified the main activists in RS,
providing a structured picture of their practices in recent years, concrete needs and the
various constraints under which they act [1]. Empirical investigations of social media
use and qualitative interviews with the country’s activists indicate their strong interest in
information and communication technology (ICT). Especially social media in the region
is even more relevant since it basically becomes the only vehicle for activism other than
direct action. Benefits for the use of ICT and social media by activists include e.g. more
efficient access to their target group, easier information sharing with the general pop-
ulation, and quicker reaction to spontaneous “offline” activities [cf. 1, 22, 25]. At the
same time, research highlighted problems of the activists such as limited budgets and
know-how, intensive outsourcing practices, and a significant lack of awareness
regarding data security. Although our activists are digitally very active and consequently
ICT-literate, they are largely self-taught, being neither ICT-professionals nor “digital
natives”. After we conducted problem-centric interviews with six cyber activists, we
clustered their needs and our observations in the following categories:

(1) a structured approach to cyber security, data privacy and anonymity within
activist circles and the NPO sector

(2) specialized trainings tailored for cyber activists, the specific region and based on
available resources

(3) support for practices enhancing self-learning and knowledge transfer within the
specific BH/RS setting.

(4) sustainable models within ICT outsourcing and use of external freelancers within
cyber activism.

Due to the perspective of BH/RS, the rising number and impact of privacy and
security incidents, and an increasing relevance of social media and activist experiences
from e.g. Turkey or “Arab Spring”, we believe that a more structured approach to
privacy and security within BH/RS activist circles and non-profit organizations is
needed. Aiming to address these developments and elements (1)–(3) listed above, in
the second phase of our design case study, we decided to implement a prototype of a
web application named “CyberActivist” for awareness in the areas of privacy and
security. Following a participatory design approach like Caveat [6] or Come_IN [2], we
made our prototype software available to the BH/RS activists for a test in a real-world
practice ultimately leading to documentation of clearly articulated requirements for
improvement of their communication practices and the tool itself.

In Sect. 2 of this paper, we are looking at the related state-of-the-art work regarding
the social media impact within global activism and the related privacy and security
considerations. Section 3 provides an overview of the functionalities of the tool and
Sect. 4 follows with the summarized outcome of the BH/RS activist experiences during

CyberActivist: Tool for Raising Awareness on Privacy and Security 499



and after the test of the “CyberActivist” prototype. Last section provides an outlook on
planned next steps and research possibilities in this context.

2 Related Work

Social media based movements and their members leave behind digital footprints that
authoritarian powers can exploit for the surveillance and oppression [7], e.g. using
provocateurs and bots [32, 34]. [34] looked at social media focusing on one side with
insider threat prediction and prevention, connecting malevolent insiders and predis-
position towards computer crime with personality trait of narcissism. At other side,
regardless of national scope, an important social threat is based on user generated
content exploitation and leads to political affiliation profiling. Activists are a very
relevant group here, esp. within authoritarian systems and even with potential
employers. According to [32], human resource departments increasingly use social
media screening, which produces negative reactions of the candidates in the US. If this
would be the case in BH/RS, where non-employment is high and cyber activists can be
marked as the opponents of the regime, they might be having additional difficulties
finding jobs, if they are not careful with the information published online. [33] argues
that many “difficulties associated with the protection of digital privacy are rooted in the
framing of privacy as a predominantly individual responsibility”. This is very visible
regarding Terms and Conditions of social media; although users of social media
platforms are poorly informed about the changes in the privacy policies, it is often
“setting forth the expectation that the user has been educated enough to now make
decisions in their best interest”.

Social media relevance in regard to the privacy and security differs over activist
heritage [29], age, gender [18, 19], habits [28], and changes over time [30]. [29]
conducted a comparative study on social media use with focus on privacy aspects
within 5 nations. Although a majority of users stated that is “important to prevent risks
that might arise from privacy related behavior”, they had significantly different
implementations, such as anonymizing their identity or self-disclosure. Mentioned
implementations might easily be customized to address the needs of activists of other
nations. Study participants reported that they had not yet experienced many privacy
violations. In our case, RS activists have also their specific attitude, similar to the part
of the attitudes from [29] which must be considered within the tools supporting their
engagement. With effectiveness and practicality in mind, we implemented a prototype
of a web application “CyberActivist” for awareness in the areas of privacy and security
of social media, described in detail in the next section. It also might be used in other
geographic contexts, similar to implementations of [29]. [18] has shown how different
population structures have a different understanding of privacy, its enforcement and
importance in the social media context. This may very well apply to our activists. [28]
focused on undergraduate students’ experiences with social network system privacy.
Students worried about their privacy being violated by someone physically locating
them still felt comfortable sharing their personal information. More media literacy leads
to better awareness about risks of sharing information on social media. This supports
the thesis on need for specialized training for activists identified in [1]. [30] compared
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Facebook users to understand how their privacy and disclosure behavior changed
between 2005–2011. Besides concluding that users exhibited volatile privacy-seeking
behavior, from less disclosure in the first years to an increase towards the end of the
study, they warned from the often non-transparent “silent listeners”. Due to the increase
in amount and scope of personal information that users revealed privately to other
connected profiles, more information is available to Facebook itself, third-party apps,
and indirectly advertisers. Authors of this paper assume that these findings are
becoming even more relevant for numerous cyber activists, if we extend the list of
“silent listeners” to state-related apparatus and highlight low privacy awareness of the
activists present on Facebook (e.g. low interest in terms and conditions).

Following a participatory design approach [cf. 2, 6], our implementation was tested
by the activists in their real-world practice. This led to the tuning of our tool based on
direct interaction, and ultimately improved activist communication practices. We also
orientated us on insights of e.g. [24, 26] and recommendations from best practices such
as [9]. [26] proposed a framework including an open source implementation with
semantic, hierarchical scoring structure for raising the awareness of social media users
with respect to the information that is disclosed and that can be inferred by third parties
with access to their data. It enables users to browse over different privacy-related
aspects considering both information that is explicitly mentioned in users’ shared
content, as well as implicit information, that may be inferred from it. [24] also claims
that ICT and social media enabled better access to personal and location information of
another person, and activists may not be aware of the possibilities here. Despite having
regulatory policies, it is possible to extract quite exact location information of a person
over time by using volunteered or contributed geographic information available from
social media sites (e.g. GeoAPI of Twitter).

Although privacy and security requirements are sometimes in conflict, we can
reasonably raise both aspects using tailored approaches [20, 27] and by creating vis-
ibility over vulnerabilities of an activist or his environment [23]. It is also important to
consider differentiation of the social groups in their attitude towards privacy and
security when developing ICT solutions [33] and unconventional approaches to pro-
mote privacy and security such as using celebrity engagement in social media [21].
Taking the example of one group of human rights activists, [33] highlights the
importance of developing a collective approach to address their digital privacy and
security needs. Digital security strategies cannot remove all threats; they can only
mitigate their effects and deal with numerous elements such as authentication on
Facebook. We included the question about the Facebook authentication into the
Self-assessment within our prototype (see next section of this paper). [23] introduced
methods for determining the amount of information that can be ascertained using only
publicly accessible data and provides a framework for determining a user’s web
footprint. Threat of user’s attributes that may be inferred by an adversary using only
public sources of information has been reconfirmed by analysis across multiple social
networks. The same method can be applied by cyber activists and other individuals to
assess and act upon their own exposure in the public media.
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3 Web Application “CyberActivist”

The development of the initial version of our web application “CyberActivist”
(in English and Serbo-Croatian language) took six months in 2016, using HTML,
JavaScript and CSS. One of the paper authors has written the whole source code of the
initial version of the prototype that was provided to the activists for the test.

Primary functions of the tool are: to enable self-assessment of privacy and security
in the context of social media and make results transparent to the user, then dynami-
cally point to open, external, self-learning resources esp. in areas marked as “blind
spots” and volunteering opportunities.

“CyberActivist” consists of four sections, which are represented by the icons on the
primary screen after the application start: Self-assessment, Self-learning, Contribute,
and My Profile. In addition, there is information about the so called cyber safe score of
the self-assessment, visible only after the performed self-assessment, and hyperlinks to
two information pages: About the application and How does this application work.

Self-assessment (Fig. 2) and My Profile (Fig. 4) sections enable users to gain
transparency about the risks within their social media environment and to see how they
are positioned regarding these risks. We are using easily understandable, user-centric
language, knowing the average ICT proficiency of the target group, to help them gain
insight and derive appropriate action. Section Self-assessment contains nine groups of
questions: 25 general questions, applicable to most social media platforms, then
specific platform questions on Facebook (11 questions), Google/Youtube (8), Twitter
(6), Whatsapp (4), Viber (4), Skype (4), Instagram (6) and one group reserved for other
platforms such as Linkedin (3), which can be answered through multiple-choice text
options (e.g. “yes”, “no” and “I do not know”). An example of a question is “Do I
know who will be accessing information I have put on social media?”. The question
groups are focusing on the most frequently mentioned ICT tools and social media
platforms mentioned by the activists in [1] and publicly available ranking information
[cf. 8]. When results are saved, they are being recorded on the activist’s device using
the local storage functionality of HTML and not transmitted to any remote server. The
selection of questions and their formulation have been based on experience of one of
the authors of this paper, as well as on similar international questionnaires and
assessments such as [cf. 9–17]. The Section My Profile shows the data about the user
available within browser he uses, e.g. whether Java is activated or what is the geo-
graphic location. It also enables the user to set the language of the application.

The main screen shows a so called “cyber safe score” (Fig. 1). This score is
calculated based on the number of positive (“plus” point) and negative answers
(“minus” point) from the self-assessment with the maximum score of 64 points being
achievable. An example of the positive/negative answer is “I have/have not latest
version of Twitter installed on my devices”. On the main application screen, the user is
also being given an instruction to perform a self-assessment before being able to use the
application’s full functionality and find out “how the tool actually works”.

Section Self-learning (Fig. 3) offers a customized array of reading materials based
on the cyber safe score and improvement areas. Most materials are articles published
by the relevant social media platforms, non-profit organizations or media with direct
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Fig. 1. Main screen showing sections and
cyber safe score

Fig. 2. Self-assessment section/questionnaire

Fig. 3. Self-learning section/recommended
reading

Fig. 4. My Profile section
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actionable advice on improving security, privacy and anonymity. In the case of the
mentioned Twitter answer example, it would be a reading material related to “software
patching” or “privacy and security settings of Twitter”. It supports preferred way of
(self-)learning of the BH/RS cyber activists, caused by resource limitations
(e.g. training budget). Every click in this section opens an additional web browser
window and shows the original web page outside the “CyberActivist” application.

The Contribute section aims at knowledge sharing and multiplication effects,
providing a non-customized list of organizations and websites providing privacy and
security advice to activists, e.g. “TacticalTech” [36]. The list is based on the selection
of the authors, based on the background of BH/RS activists.

“Cyberactivist” does not collect, process or send any information about the users or
their online behavior to the author or any other subject. The application does not use
cookies. All links included in the Self-learning section are to third party websites,
which have separate privacy policies and the authors therefore have no responsibility or
liability for their content or activities.

The format of the application - web-based, platform independent, free - is also
chosen based on the activists’ usage of phones and PCs as primary hardware. Making
the “CyberActivist” source code open, with no modification and expansion constraints,
improves its reach among activists. After completion, the authors and their academic
institution plan to publish and keep the software free and open source providing a clear
value adding to the activist and developer community.

4 Participatory Design: Feedback and Possible
Improvements

After the development of the application, we have shared a link to the prototype for the
test with the selected activists. We contacted all the activists who participated in our
former research [cf. 1] and additional new activists we identified monitoring social
media activities in the BH/RS.

Five activists responded to our invitation (Table 1). We asked them to test the
application and did not provide them with any information besides that the web
application is focused on privacy and security. They tested the application on one day,
but did not invest longer than an hour of their time. Neither usage data nor
self-assessment results were transmitted to the paper authors during or after the test.
Activists also committed to the interview in the Serbo-Croatian language after the test,
to document their impressions and feedback on possible tool improvements. The
activists provided us with almost four hours of responses which were digitally
audio-recorded in five separate sessions between May and September of 2017. One
activist complemented his audio statement with an e-mail response. Skype with an
audio recording plug-in was used as an interview tool. The key findings of our inter-
views were transcribed in English language and comprise approximately 50 pages.

All activists suggested that the application is simple. They all also agree that the
purpose, background methodology, and the user interface of the “CyberActivist”
application has to be further sharpened. There is a need to further optimize the main
screen. Brad posed a question: “Is the tool meant for single use or for reuse?”.
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Kevin did not even open sections Self-learning, Contribute, and My profile as access to
these sections was not visible or intuitively displayed. With regard to navigation within
the app, Alena suggested that a “Go Back” key is missing.

Adam suggested establishing separate scores for security and for privacy; as ref-
erenced in Sect. 2 of this paper, security and privacy aspects are not always correlated.
The methodology to calculate the cyber safe score raised many questions among
activists. Originally planned as the simple, high-level information of displaying general
protection status, cyber safe score did not fulfill its purpose. The score was unclear for
most activists (e.g. Ela: “I got 35 out of 65 points…” - what does it concretely mean,
where are my weaknesses, what do I need to improve). The outcome from the
self-assessment should be visible immediately, and not only later through links in the
section Self-learning. The outcome should be explained in more descriptive language,
rather than only by a number. Adam considers himself experienced within security and
got only 2 points after the self-assessment. The other activist did not understand the
logic of adding “plus” and “minus” points.

Most activists tested the tool on the laptop or desktop computer, not on the mobile
device. However, Adam suggested that our application should be further customized
based on the platform used (e.g. screen resolution, native user interface). The platform
should also influence the offered advice in the Self-learning section. Differentiation
between PCs and mobile devices in the answers within the Self-assessment section are
also proposed, as usage patterns are differing.

Regarding the Self-assessment section, Adam commented that 25 questions in the
general part of this section might be too much and proposed separation over several
screens/pages. Another idea would be to show the progress of the questionnaire
(“how much I still have to go?”). Almost all activists felt that there are lots of repe-
titions of the similar questions (e.g. same formulation “did you perform an update for…
Twitter, Facebook, Whatsapp…”), however they meant that the “questions are clear”.
Several questions in this section contain formulation “Do I or my organization use…”;
Kevin suggested to clearly separate the two, as the answer may differ. Kevin’s proposal
was also to add the answer option “I don’t care/It’s not important” to existing possible
answers “yes/no/don’t know” in the self-questionnaire. Kevin also suggested recon-
sidering which questions are suitable for the “general questions” category. For him the
question “do I trust my connections” would be differently answered for different social

Table 1. Interviewed activists/participatory design phase

Pseudonym Birth
year

Role/Active since Participated in our
earlier research [1]

Brad 1980 Project Manager at local NPO, 2006 Yes
Ela 1984 Project Manager at the local branch of an

international NPO, 2008
Yes

Adam 1981 Member of international NPO focused on
the RS, 2008, located in Austria

No

Kevin 1981 Local journalist/an individual activist No
Alena 1980 Individual activist for disabled population No

CyberActivist: Tool for Raising Awareness on Privacy and Security 505



media platforms, e.g. for Facebook and Twitter. Two or more predefined answers are
offered for every question in the Self-assessment section based on the multiple-choice
logic. Alena claimed that there is no need for any choice to be marked as default, as it is
with the choice “I don’t know” in our case. Activists also suggested adding or
rephrasing some questions such as “how to add to the group on social media, limiting
member’s access” or “would your identity disclosure jeopardize your close
people/relatives”. They claim that is positive that a person is not asked on all tools if
they do not own an account on this specific social media.

The first improvement proposal for the Self-learning section was that the intro-
duction text should not be shown if the self-assessment is not done. Some of the
activists such as Adam did not notice the correlation between the Self-assessment and
Self-learning sections. Activists also claimed that the explanation of the results is
needed, such as “…because you don’t understand X, you need to read Y and Z”.
Therefore, a clear link needs to be established between “negative” answers from the
Self-assessment section, “minus” points of the cyber safe score and the proposed
reading materials in the Self-learning section. Optimally, related reading materials
should be grouped. Authored privacy and security advice is welcome, according to Ela.

Looking at the Contribution section, Adam asked whether the listed organizations
want/need help or volunteers at all. The others found this section useful as it is. As
BH/RS NPOs and activists are struggling with resources [1], Brad suggested an
additional feature “find/engage an expert” (e.g. specialist for IT security or video
production). He also proposed to integrate some “advertisement” in the tool such as
„you are an IT expert - do you want to help and engage in our activities?”.

The information in the section My profile was found to be useful, however not
always self-explanatory (e.g. web browser information as “user agent string”).

Brad suggested the replacement of the term “activist” with “socially responsible
person”, due to “negative connotation” of the term. In general, activists asked that
tool’s goals, benefits and “flow” are described more clearly in the tool itself (e.g. are
results of self-assessment sent somewhere for analysis, how is the score calculated).
In addition, better instructions on the tool proper usage are welcome.

In addition, all activists suggested that the used text for a Serbo-Croatian version
can be improved. Activists advised the use of fewer Anglicisms in the text and less
synonyms esp. in technical context (e.g. “data privacy” vs “data protection”). They also
made proposals on how to increase readability, through consistent use of the local
alphabet (e.g. “č vs c”), adequate font size and text margins on the different platforms.
The Self-learning section was referred by Ela as useful as it’s good to point to sources
and practices from other countries. Other activists were only partially satisfied with the
fact that all reading materials offered by the tool as a result of the self-assessment are in
English (and not in Serbo-Croatian). This feedback is a good reminder that text quality
and thorough localization of the tool plays an important role for acceptance among the
activists.

This very qualitative feedback from the activists gathered specific functional and
non-functional software requirements and enabled multiple ways of improving the tool.
Several ideas for tool improvements are coming from state-of-the art research, e.g.
aligning it to models such as “privacy nudge” [20, 27], considering integration with
approaches such as “FaceCloak” [31] or adding features such as “celebrity cause” [21],
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which might be considered in future work and tool adaptations. Research on behavioral
decisions and soft paternalism to design mechanisms led to development of so-called
“privacy nudge” for Facebook users [27]. This alarm reminds Facebook users to
consider the content and context of the information before posting them, helping
individuals avoid regrettable online disclosures. Nudges provide visual cues about the
audience for a post, time delays before a post is published and gives users feedback
about their posts. Adaptation of this nudging might prevent activists’ unintended dis-
closure. [20] also argues the idea of nudging the user with “Privacy Nudge” to help
people make better privacy choices and decisions on online social networks. The
proposed model will nudge users while posting by calculating Privacy Score and
accessing last modified privacy settings for users which will alert users to adjust their
privacy settings. FaceCloak protects user privacy on a social media by shielding a
user’s personal information while maintaining usability of the site’s services [31]. This
Firefox browser extension for the Facebook provides fake information to the social
media and by storing sensitive information in encrypted form on a separate server.
Although oriented on one platform only, it is an interesting concept that could be a
measure related to our “cyber safe score”. Celebrities, such as movie actors, often take
up an active interest in the “good causes” such as prevention of engagement of children
as soldiers in Africa. Their posts on the cause in the social media help draw attention to
the cause among their numerous followers. This might be an opportunity for cyber
activists, also in the context of awareness for protection of their privacy and security
and lobbying for e.g. less surveillance in authoritative societies [21].

The authors themselves also identified ideas on improving the tool, such as those
improving user experience, building a more intuitive graphical user interface and
adding relevant information sources.

5 Outlook

Especially the more detailed evaluation of users’ appropriation of our prototype in the
practice goes beyond the scope of this paper and will be object of future research. We
base our original contribution to the HCI knowledge corpus on the long-term design
case study which enabled numerous insights into practices of political activists in
BH/RS, which led to a tool “CyberActivist”. Our presentation includes the relevant
state-of-the-art research, online and offline experiences with our prototype, unfiltered
feedback of the activists, and differentiation through simple, yet unique awareness and
self-learning capabilities on social media.

The tool enables activists to understand, address and mitigate the privacy and
security risks related to use of social media. The authors plan first to adapt the tool
based on the input from the section four of this paper, and eventually to publish it
cost-free in multiple languages making it available to the global activist community.
This will follow an intense exchange with other HCI researchers which have worked in
multiple other geopolitical regions (e.g. Middle East) and incorporation of their
thoughts on applicability and target group reach. In addition, in further publications we
plan to continue our design case study by observing the development of the ICT and
esp. social media use in BH/RS.
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Authors and the research community can further refine the underlying research
method, e.g. regarding the precision of the questions asked in the interview phase, or
evaluation and consolidation of sometimes opposing improvement proposals of the
activists. Industry best practices such as Scrum within agile software development [cf.
35] are a great opportunity for improvement of both, our method and quality of the tool.
Continuous presence of the activists in the role of the “customers” during the devel-
opment “sprints” would directly increase the quality of the tool, and potentially fully
remove the need for interviews after the implementation of the new tool functionalities.

Our strong belief is that the tool’s impact would be raised, if activists would receive
free tailored and localized training on privacy and security aspects. In the future,
authors will work on the conceptualization of such trainings and/or information cam-
paigns. We believe that this holistic and integrated socio-technical approach will serve
as an open, extendable, scientifically founded and practically easily applicable
awareness instrument for activists in fragile democratic contexts worldwide.
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