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Abstract. We document a Human-Autonomy Teaming design pattern to pro-
vide a means for an task management assistant to mitigate errors that may occur
due to changes in urgency levels of tasks. Urgency can increase or decrease due
to changes in the task environment, or through failure to begin execution of a
task at the correct time. We discuss the structure and key aspects of the pattern
and provide a sample implementation. We also discuss the key aspects of the
human partner’s performance that must be measured and considered in imple-
menting such a pattern. Finally, we discuss known issues and other related
patterns.
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1 Intent

Our intent is to provide a means for an assistant/associate system to mitigate erroneous
behavior of an operator by a stepwise, increasing intervention/support. The interven-
tions of the assistant/associate system range from alerts, messages, and suggestions, up
to overrides in order to transition a dangerous situation into a normative (safe) one. The
stepwise approach strives to keep the operator vigilant with respect to the task, and
responsible for as long as possible for task accomplishment. Another objective of
stepwise intervention is to avoid a degradation of the final work result, which may only
be possible as long as any error caused by the human has no direct/immediate negative
effect on the overall work objective. For this reason, we suggest a stepwise error
correction only for errors which are still repairable before degradation is realized.

We consider two kinds of erroneous behaviors as related to human performance
when interacting with automation:

1. Errors which occur when the human fails to take a necessary action (errors of
omission) and;

2. Errors caused by a wrongly selected, wrongly executed, or improperly timed exe-
cuted action (errors of commission).
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These two types of errors are found in studies of human automation interaction [1]
and are especially critical aspects of human interaction when automation may make
decisions [2]. Intuitively, with increased time pressure, humans may be more likely to
accept automation recommendations or rely on the system in order to conserve mental
resources. Reliance on aids may increase as operators reach their task saturation limits
[3], but it is more complicated in determining if urgency itself dictates this relation-
ship. One study that manipulated time pressure showed no relationship with automated
aid reliance in an air traffic control context [4]. Nevertheless, these results may not
apply as they dealt in decisions to use the automation, whereas the current design
pattern instantiates an automated solution automatically to keep damage or errors from
occurring.

In many contexts, task urgency is highly related to safety outcomes. In driving, a
key factor in accidents is time following some emergent information, such as a truck
pulling out onto the highway — is there enough time to avoid it (a physical limitation),
and what actions must be taken through to task completion within that amount of time
to avoid a serious accident. Methods which “create” more time (through reduction in
speed, heads-up alerts, etc.) are then generally successful at enabling the human to
respond more effectively. In the figure below, this would represent pushing the
threshold for a task completion (e.g., maneuvering away from the truck) further toward
the right where the human has time to respond and the response will be effective (top
Fig. 1). The system could also respond in this case, but as discussed above, may need
to be left idle to ensure the human remains aware and engaged in driving. There
remain situations on the leeward edge of the urgency “continuum,” in which so little
time is available for a safety-critical task to be accomplished that full automation is
used and justified (bottom Fig. 1). In that case, the system may even lock the human
from responding altogether to avoid any interaction issues.
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Fig. 1. Urgency continuum abstract representation to illustrate time limits on human capacity to
perform tasks.

The current design pattern is better understood through examining the general cases
— those in which intervention before error is possible by the human or the system. Other
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domains that may make use of this continuum are in automated vehicles, in which it
can be argued that humans need to be in a significant degree of control, in order to
compensate for any system failures (using a full range of urgency). The type of
intervention we recommend then lives within the urgency continuum, and depends on
the urgency and better understanding it. As each task has a certain time window to be
executed, the elapsed time of an omitted or wrong executed task plays a major role in
the choice of the adequate intervention of any assistant system. Thus in order to enact
any of these solutions, a taxonomy of sorts should be built or generated that allows for
some speculation and characterization of task performance by the system and the
human. Because these can be done, and methods are widely known to accomplish it [5,
6] we focus instead on the interactions rather than the task properties.

2 Motivation

Highly automated systems, which are able to detect human errors, are also typically
designed in a way that they immediately correct human errors. This approach dis-
possesses the human operator of his/her task immediately, independent of whether the
human operator still has enough time, mental resources, and/or the ability to correct the
error on their own. If such an error correction occurs often and the correction is
relatively reliable, this may cause complacency effects in the human. The human may
put a miscalibrated, high amount of trust in the corrective actions of the automation,
therefore neglect his own tasks and consequently lose vigilance or situation awareness
[7]. In general, negative effects of automation may be avoided by actively involving the
human operator in the error correction process itself. Therefore, within the current
design pattern, we suggest a directed, stepwise-escalated error correction approach to
support the human operator based on his/her needs, and the urgency of an emerging or
an already occurred error.

This pattern will also provide a means for the human-autonomy team to adapt tasks
and actions as urgency for completing tasks increases. This implies the need for
repeated adaptation, as urgent tasks are completed, become less urgent, are abandoned,
or are considered obsolete. Examples related to the importance of urgency are seen in
autonomous assistants for aviation and driving. If the system determines that a collision
risk is high from its sensor data, the system can then determine deadlines for the
various forms of intervention based on the interactions between models of the auton-
omy and models of human performance. For our current purposes, we make the
assumption that the autonomy’s deadlines are generally later than the human’s. As a
human deadline approaches, urgency is increased and the system managing the tasks
can invoke actions intended to reduce the risk that the deadline will be missed. These
can include notifications, reprioritization of tasks, changes in methods for completing
tasks, and task abandonment in the case of lower priority tasks (for example in terms of
reward, or cost).

Important to this pattern is a definition of urgency, which we attempt to provide
with regard to two task types. Consider a model of each available agent (human and/or
machine) capable of performing tasks within a work process. For each task, the pre-
dicted performance is a probability density function representing the probability that an
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instance of a task type will require any particular time by the agent for completion. For
each task instance in each agent’s queue, there is an associated task type, and a required
completion time. Tasks can be decomposed into subtasks and methods, such as in the
structure in the figure below, if desired (and these form composite tasks), but is not
necessary. Urgency of an atomic task is the simple probability that the task will not be
completed on time given the current resource allocation (in this case, which agent is
assigned and their capacity and state, for example) (Fig. 2).
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Fig. 2. Possible task structure.

Urgency for a composite task in contrast must be propagated based on a task
decomposition pattern. Composite Tasks (one model of hierarchical WProc) are
composed of methods, with an ‘or’ relationship. Any of the methods can be selected to
complete the task. Methods are composed of tasks, all of which must be completed to
complete the method. Therefore, our definitions are as follows:

e A task’s urgency is the probability that it will not be completed in time if it is
atomic; else if
A method’s urgency is the maximum urgency present among its tasks.

A hierarchical/composite task’s urgency is the (median | mean| max | min | E(x) |
CoV @R(r, x)) urgency of the methods it is composed of. The exact method is up to
the system designer.

e A networked WProc can be modelled using composite tasks for the purposes of
urgency. There are at least 3 subtasks (receive input, perform task, and send output).
“Perform task” is likely to be further decomposed to account for aspects that must
periodically wait for input.
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3 Applicability

Use this pattern when you want to mitigate complacency effects in a human operator,
which might be caused if technical systems always attempt to perform an immediate
and automated error correction.

Do not use this pattern for time critical support of human operators, where you need
immediate function or task adoption by the technical system. This design pattern is
more apt for tactical or strategic tasks where the human can contribute, rather than
reactive tasks.

4 Structure

Figure 3 illustrates the collaboration between human and agents or automation within a
work system, which enables a “step-by-step” error correction. It uses a graphical
language, which is defined in [8]. On the left hand side both the human and the
assistant system are workers. Workers know the given work objective. They are able to
understand and pursue the work objective according to their abilities. The relation
between both workers (human and assistant system) is a heterarchical one (blue con-
nection); therefore within this cooperation schema there is no hierarchical order guiding
the involved workers. Instead, each worker acts on its own initiative to pursue the
overall mission goal. In this example case, the assistant system continuously monitors
both the human and the work process, and supports the human step-by-step in the
achievement of the overall mission goal. While pursuing the work objective both
workers use the available tools. These tools are subordinate to the worker, as shown on
the right hand side of the work process. These tools are in a delegation/supervisory
control relationship to the worker (green connection). Workers receive tasks, instruc-
tions, or commands which they have to execute in order to achieve the given/delegated
tasks. Within this work system we describe two distinct kind of agents, each which
have differing purposes [9]:

e Purpose of the delegate agent: Control of conventional automation to reduce or
remove human task loading.

e Purpose of the assistant system: Mitigation, i.e. prevention or correction of erro-
neous behavior of the human, in order to maximize safety but avoid complacency
behaviors.

5 Participants

As depicted in Fig. 3 the participants are a human and at least one intelligent agent, the
agent on the worker side, referred to as “assistant system.” The human is in charge of
the achievement of the given mission objective. The assistant system lets the human
accomplish his/her tasks as long as no errors (errors of omission, errors of commission)
emerge. In case these errors occur, the assistant system chooses an adequate inter-
vention strategy according to the urgency of the task, which has either to be
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Fig. 3. The high-level elements for a design pattern, “increasing urgency/step-by-step error
correction” (Color figure online)

accomplished on time or corrected for an error. A working agreement (see section on
this pattern) between the human and the assistant can be agreed and in place. This
allows the human to establish the parameters of how the assistant will behave as
urgency increases, and informs and constrains the actions of the assistant to ensure the
human’s mental model matches that of the agent when actions are needed [see for
example, 10].

The “delegate agent” that appears on the tool side of Fig. 3 is optional. This agent is
able to accomplish given tasks by use of available automation. If this agent is not
available, the interaction of the human or the assistant system is on the level of
commands for the available conventional automation.

6 Collaborations

The fundamental requirement for this pattern is that there be at least one participant
agent that is aware of the urgency and priority of the tasks. The participant should have
an agreement with any humans or other agents concerning the rules under which
actions may be taken. Such agreement can be built into the system, or more flexibly
created using a working agreement design pattern [please see 11, for required details].

A working agreement is a task-centric, shared understanding of how task perfor-
mance is to be split and shared between partners. These styles of agreement can be found
in air traffic control, for example, in splitting up airspace responsibilities [e.g., 12].
Working agreements between humans and automation should be accompanied with
several benefits to the each agent as well as the system overall — first, the development of
the agreements helps articular the tasks and methods required to perform them for both
the agent and the system (a step not always taken in system design). Second, an
agreement helps in understanding how these tasks should be allocated effectively and
allows for evaluation (agreement A versus B). Third, the definitions of agreements
allows their codification into system- and human-understandable display. In other
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words, agents in the system get clarification on what other agents are doing and sup-
posed to do given a set of conditions [11]. Usually the human does not have this level of
awareness in a system, leading to mental model mismatching.

7 Consequences and Justification

This pattern mainly affects the cooperation between the human and the assistant sys-
tem. The assistant system in general behaves like a restrained human teammate. Within
normal situations, the assistant system is no more than a silent observer. Only in situ-
ations which require an action of the assistant system to prevent a degradation of the
overall mission performance, the assistant system becomes active with a situation
adequate intervention, falling within the working agreement structure. This restrained
behaviour of the assistant system will leave the human in charge of task accomplish-
ment, as long he/she is able to do his/her task on their own according to estimations and
current projections. In these times where it is necessary for the human to take actions
(e.g. recognition of a effecting change in situation, necessary execution in tasks) the
assistant system makes an appearance, by giving alerts, hints, or messages without
wresting the human from his task. The human will be kept in the loop and supported as
long as the human has enough time, resources and capabilities to solve the situation on
his/her own.

In many ways, this positive benefit harkens to “lockout” or constraint methods of
processing, in which certain actions that are harmful are literally prevented by
manipulating the interaction capabilities (or removing a capability altogether under
certain circumstances). An example is the “grey out” of action buttons on an interface;
not only does this prevent the user from making an inappropriate response, but it can
also communicate that the system believe it is inappropriate. Similarly, other changes
in design and lockouts — such as those used to prevent sudden unintended gear changes
in vehicles, and those made to physical equipment (such as changing the fittings on
operating room equipment to avoid connecting the wrong gas tanks to patients) provide
major safety improvements that greatly reduce the burden on the human operator to
“avoid error.” These system-driven error reduction methods come highly recommended
from other engineering domains and are at the heart of major theoretical advances in
human error mitigation [13, 14].

As discussed, the difficulties here lie in determining what those actions are during
system design and not in hindsight after an accident or devastating error is committed.
Presumably, we can account for a large portion of both, but never all of either type.
This leads to conditions when the human may need access and the design blocks it; or
times when the design fails to block an action that leads to mistakes.

Another possible downside might be, that a human can adapt to the restrained
behavior of the assistant system — in other words complacency. This means the human
could wait until no more time is available to do the task on his own, when the assistant
system would then stand in by a full task adoption from the human.
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8 Implementation

For the realization of an assistant system, which provides a stepwise increasing
intervention policy, the assistant system has to have the following capabilities [7]:

Monitoring of the environment and detection and analysis of danger

Monitoring of the human and interpretation of the observed data with respect to the
human’s cognitive state(s)

Planning and scheduling of interventions

Execution of interventions, i.e. of the actual interaction with the human

The interventions of the assistant system can be supportive but reserved. The

overall goal is, to keep the human in the loop as long as possible and responsible for
task accomplishment. To enable this requirement the assistant system shall express the
following desired behavior:

The human shall be given as much time as possible to find own solution
Interventions shall provide input that helps with the current problem (but may not
solve it as optimally as a human expert)

Dangerous situations shall be resolved before fatal/critical damage is inflicted
The input given by an intervention shall not exceed the current problem.

In order to identify the emerging conflict situation, the urgency, and selection of the

adequate intervention strategy, the assistant system has to continuously:

Determine if the current situation is dangerous and, if so, at what time damage (a
violated threshold of certain performance parameters) will be inflicted. A situation
is dangerous if the further development, without intervention by the human or the
assistant system will lead to damage (e.g. degradation of the overall work result).
Determine what the human should do to resolve the dangerous situation. The res-
olution typically consists of giving a certain command (sequence) either to an
existing delegate agent or to conventional automation.

Estimate the current cognitive state of the human. The cognitive state includes
mental resources such as situation awareness, vigilance, workload and focus of
attention. It also includes the state of information processing, i.e. the current task(s)
and the associated cognitive processes. These estimates should be based on a model
of the human’s information processing but could be informed by real-time inputs
and measures.

Compute the transitions of the human’s cognitive states leading from the current
situation to the resolution of the dangerous situation, and identify the conditions for
each transition: What steps will the human’s mind have to go through to effect the
desired action, beginning with its current state? These steps and estimates of their
duration (with buffers and worst-case assumptions) should be based on a model of
the human’s information processing.

Arrange these computed mental steps along a timeline, beginning with the earliest
one. Arrange them in a way that the final step (the desired action) takes place
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immediately before the moment of damage, i.e. barely in time. The position of the

left end, i.e. the starting point of the sequence, will then determine the point in time

at which the pilot must begin working on the problem in order to prevent damage in

the worst predicted case

e Determine whether the starting point of the sequence is in the future, or not?

— (Yes): There is still time left for the human to find own solutions. The system
should do nothing.

— (No): The human should have reacted by now. Intervene by enforcing the
current transition, i.e. the first step, using any available means.

In Fig. 4, we provide an example which shows how the assistant system derives
necessary interventions. Within this example, a human operator has to enter new
commands to his own aircraft to avoid a collision with a foreign aircraft. So the task for
the operator is to enter the right evasion commands (2) to avoid the collision. This has
to be happened latest immediate before time (1), which is the last chance to avoid the
damage. In fact, the human operator is actually analyzing his tactical map (3). By
monitoring the human the assistant system could detect, that the human did not yet
detect the foreign aircraft. The assistant system determines that the sequence of
detection, information processing and action, leading from the actual task of the
operator to the desired action steps (4, 5) will likely not be completed in time (6a).
Therefore, the assistant system intervenes (6b): It enforces the transition from the
human operator’s current mental state to the next state (detection of a relevant change
in the tactical environment) by alerting the human operator about an incoming other
aircraft

now last chance to avoid damage
et O ¢
Analysis of tactical :
situation = \ U U . Sl 2
‘ 1 Detect __\ Detect Re-plan \ Enter
@ & Vchange / danger commands /commands

Assistant:
Alert

)
|
|
|
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Fig. 4. Example for planning and scheduling of interventions by the assistant system

For each possible dangerous situation, the assistant system has to have a repertoire
of different intervention possibilities, e.g.:

neutral alerts without hints to the emerging error situation,

directed alert towards the emerging problem,

messages and suggestions to give hints to the human how to solve the situation,
proposals to adopt part-tasks to support the human in task accomplishment,
complete task adaptions in temporal critical situations
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One possible consideration is that behavior may be different when urgency is
increasing and when it is decreasing. The working agreement with the task manager
should specify what these behaviors should be [15]. Below is an example table of

behaviors that may explain this better than a formal definition (Table 1).

Table 1. Sample urgency decision table.

Notional When urgency increasing since last When urgency decreasing since last
urgency time step... time step...
range
0-24 No change from standard working Treat as having indicated priority.
agreement Remove requests to abandon or
messages and failure and replace with
explanation dialog. If activity on
method has not been initiated by
human and another method requiring
more human action is available that
will keep task within this urgency
range, then change methods
2549 If human activity has not been Remove highlights in lists. Remove
initiated on this method and another requests to abandon or messages and
method is available that reduces failure and replace with explanation
urgency, then select new method dialog
50-74 Use alert highlighting in lists. Treat as | If a request to abandon task or a failure
having 50% higher priority in sorts message has been presented, remove
message. Provide dialog explaining
reason for removal
75-99 If there are no task dependent, then If a failure message presented, remove
request approval to abandon task message and provide dialog
explaining removal
100 Failure message to human. Request Not possible
extension on deadline or
abandonment of task

9 Examples and Known Uses

This pattern has been applied to the domain of unmanned air reconnaissance conducted
by a single human pilot in a ground control station.

The work objective of the single human pilot was to gain reconnaissance infor-
mation on certain objects (buildings, persons, vehicles) in a hostile area. The required
information could be obtained by using the sensors attached to an unmanned aircraft.
These sensors provided video and imaging data to the human pilot. Beside the task of
gathering and evaluation of sensor data to gain the required information, the pilot has
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furthermore to manage the flight of the unmanned aircraft. The reconnaissance targets
were given to the pilot beforehand, but could have changed during the mission. The
execution was also constrained by airspace regulations (boundaries and corridors),
threats (possible unexpected hostile air defenses), and resource limitations (fuel). As it
was a single pilot station, the pilot had to carry out the tasks of flight management,
sensor management an interpretation of sensor data in parallel. Therefore, the pilot was
supported by an assistant system according to the described design pattern.

Within this use-case, the assistant system had to prevent, among others, the fol-
lowing effects of erroneous behaviour of the human pilot:

Violation of airspace regulations by the unmanned aircraft

Loss of unmanned aircraft by exhaustion of fuel reserves during flight

Loss of unmanned aircraft by entry into the threat radius of hostile air defense sites
Ineffective reconnaissance (inadequate fulfilment of the mission objective)

To avoid these effects, the assistant system was allowed to intervene. It was inte-
grated into the control station’s systems and had direct access to the pilot’s GUI.
Depending on the information processing step of the human determined by the assistant
system, the assistant system was able to display general alerts and iconic or textual
messages, highlight certain screen elements, direct the pilot’s attention to other screens,
or override commands if necessary. The assistant system gathered all necessary
information to plan, schedule and execute an intervention from the subsystems. For a
more detailed description of the implementation of the required functionality, please
refer to [9].

An example of an escalating sequence of interventions of the assistant system in
response to potential emerging violations is shown in Fig. 5 below.

Step 1 Step 2 Step 3 Step 4 Step 5
Suggest planning N
Raise attention mr= ::2': Iaek?czmlan b strifegyp &N
Peep Suggest new 4—p  Override
plan
Directtomap  |sep! Inform about | | Sugggst e
problem solution

Fig. 5. Example for planning and scheduling of interventions by the assistant system

The following pictures (Fig. 6) illustrate one realization of the cooperation between
the human operator and the assistant system by applying the stepwise escalating
intervention sequence.
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Fig. 6. Applying the stepwise escalating intervention sequence.

10 Related Patterns

This pattern can make use of working agreements [10, 11] to establish the rules by
which urgency will be addressed. The formalization takes features from a pattern that
might be titled tasks with deadlines and rewards. In that pattern, rewards are only
received in full if the task is completed prior to its deadline.

This pattern has a complex interaction with the pattern human takes control upon
autonomy failure. That pattern requires that a method requiring human attention be
selected for a task that formerly was being performed by the autonomy. This can cause
an immediate increase in urgency. This may be how the user is notified of the need to
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take control (e.g., a new method is selected when the autonomy fails, this method
requires urgent attention, so the task manager tries to reduce urgency by going to the
autonomy). To avoid infinite loops, the methods allowing action by autonomy need to
be marked as unavailable through some means.
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