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Abstract. Feature selection is a key issue in machine learning and data
mining. A great deal of effort has been devoted to static feature selection.
However, with the assumption that features occur over time, methods
developed so far are difficult to use if not applicable. Therefore, there is
a need to design new methods to deal with streaming feature selection
(SFS). In this paper, we propose the use of dynamic optimization to
handle the dynamic nature of SFS with the ultimate goal to improve
the quality of the evolving subset of selected features. A hybrid model is
developed to fish out relevant features set as unnecessary by an online
feature selection process. Experimental results show the effectiveness of
the proposed framework compared to some state of the art methods.
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1 Introduction

Feature selection is a crucial task in data mining and machine learning especially
when high dimensional datasets need to be processed. The purpose behind fea-
ture selection is to select a subset of the most relevant features for building pow-
erful predictive models [1]. All traditional feature selection methods are time
consuming and require all input features to be available at the beginning of
the learning process. However, with the advent of new information technolo-
gies and in the big data era, many real world applications are forced to work
with attributes occurring over time or in streaming. Therefore, a new challenge
has emerged namely streaming feature selection (SFS) where new features are
integrated on their arrival and calculations are carried out at the same time.

In this new challenge, the number of learning samples is fixed whereas the
number of features increases with time as new attributes arrive. A critical chal-
lenge for SFS is the unavailability of the entire space of features at the beginning
of the learning phase. Compared to traditional feature selection problems, there
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are two properties of SFS [2]. One is that the number of features could grow
infinitely over time. Another is that features can be read one by one and each
of them is processed online upon its arrival. However, up today and compared
to traditional feature selection methods, few approaches have been proposed in
the literature to tackle this new challenge [2–5]. This can be explained by the
fact that the process of SFS requires new, fast and inexpensive methods.

In this context and as a first initiative of this kind, we present in this paper
a new approach that deals with the problem of streaming feature selection by
introducing dynamic optimization during the selection of the best attributes.
Motivated by the fact that the problem of online feature selection is a dynamic
problem whose dimension (feature) changes over time, we propose a hybridiza-
tion between the WD2O dynamic optimization algorithm proposed in [6] and
the Online Streaming Feature Selection algorithm (OSFS) [2], whose objective is
to find a subset of optimal attributes to ensure better classification of unclassi-
fied data. Therefore, the main contribution of this work consists of a new hybrid
approach called Dynamic Online Streaming Feature Selection (DOSFS) that
exhibits the following features:

– This new feature selection system exhibits two properties: on one hand, the
speed of OSFS, helps in providing quality attributes at any time; on the
other hand, WD2O’s self-adaptivity helps in exploring efficiently the space
of redundant features taking into account the importance of the interaction
between these features.

– This hybridization helps in fishing out relevant information previously treated
as unnecessary data, which in turn helps to improve decision making in the
future.

– DOSFS helps in strengthening the exploration capability of the OSFS algo-
rithm and fill its gaps.

The rest of the paper is organized as follows. Section 2 presents some back-
ground material and related works. The proposed hybridization DOSFS is
described in Sect. 3. Section 4 describes the conducted experimental study and
obtained results. Finally, conclusions and perspectives are given in Sect. 5.

2 Background and Related Works

2.1 Feature Selection for Classification

Classification is the most common task of data mining and machine learning. It
consists in identifying to which of a given set of classes a new incoming instance
belongs. The purpose of classification is to obtain a model that can be used to
classify unclassified data [7].

Many real world classification problems require supervised learning where the
underlying class probabilities and class-conditional probabilities are unknown
and each instance is related with a class label, i.e., relevant features are often
unknown a priori [8]. Therefore, many candidate features are used in order to
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improve the representation of the domain, resulting in the existence of irrele-
vant and redundant attributes for the studied domain. This makes the decision
algorithms complex, inefficient, less generalizable and difficult to interpret. For
the majority of classification problems, it is hard to learn good classifiers before
deleting these unwanted features because of the huge dimensionality of the data.
Decreasing the number of irrelevant/redundant features can dramatically reduce
the operating time of the learning algorithms and hence provide a more efficient
classifier [7].

Therefore, feature selection techniques is considered one of the best methods
to reduce the dimension in the feature space. It consists in finding the best subset
among 2n candidate features according to some evaluation functions. Generally,
the feature selection methods used to evaluate a subset of features in the learning
algorithms can be classified into three main categories, according on how they
introduce the feature selection search with the construction of the classification
model: filter methods, wrapper methods and embedded methods [9].

2.2 Streaming Feature Selection

In classical feature selection methods (filter, wrapper and embedded methods),
all candidate attributes are assumed to be known a priori. These features are
iteratively examined in order to select the best attribute. However, nowadays
this does not extend to many real-world applications where one needs to deal
with dynamic data streams and feature streams. For example, Twitter generates
more than 320 millions of tweets daily and a large amount of words (features)
are continually being produced. These new words quickly attract user’s attention
and become popular in a short period of time [9]. Therefore, because of the
ineffectuality of traditional feature selection methods to applications involving
streaming features, it should be preferable to use SFS to quickly adapt to the
changes. Streaming features involve an attribute vector whose elements flow one
by one over time while the number of instances in the training set remains fixed.
The particularity of the SFS compared to the traditional feature selection, is as
follows [2]:

– The dynamic and uncertain nature: Feature space’s dimension may grow
dynamically over time and may even extend to an infinite size.

– The streaming nature: Features flow one by one where each feature must
be processed online upon its arrival.

2.2.1 Streaming Feature Selection Approaches
For the problem of SFS, the number of instances is considered as constant
whereas the features arrive one at a time (in streaming). The task is to select in
a timely manner a most relevant subset features from a huge number of available
features. Compared to traditional methods and instead of searching in the entire
attribute space that is very expensive, the SFS techniques process a new feature
on its arrival [10].
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In the literature, few approaches have been proposed to tackle the problem of
SFS [2–5]. These approaches have different implementations especially in the way
newly arrived features are checked. In the following section, we briefly present
one of the most successful techniques widely used to resolve the problem of SFS.

2.2.2 Online Streaming Feature Selection Algorithm (OSFS)
Unlike the existing studies on traditional feature selection, online streaming fea-
ture selection aims to deal with feature streams in an online manner. For that
purpose, a new algorithm is proposed in [2] called Online Streaming Feature
Selection (OSFS). The authors in [2] study the SFS problem from an information
theoretic perspective based on the criterion of Markov blanket. In OSFS, features
are characterized into four types: redundant feature, irrelevant features, weakly
relevant but non redundant features and strongly relevant features. An optimal
feature selection approach should have strongly relevant and non-redundant fea-
tures. OSFS finds an optimal subset of features based on online feature relevance
and feature redundancy analysis [10]. A general framework of OSFS is presented
as follows:

– Initialize the list of Best Candidate Features (BCF) in the model, BCF = ∅;
– Step 1: Generate a new feature x;
– Step 2: Online Relevance Analysis;

• If x is relevant for the class label: BCF = BCF ∪ x;
• Otherwise, reject attribute x;

– Step 3: Online Redundancy Analysis;
– Step 4: Alternate Step 1 to Step 3 until some stop criteria are met.

In step 2 and in the relevance analysis phase, OSFS consists of discovering
strongly and weakly relevant features, in order to add them into the best can-
didate features (BCF). If a new coming feature is relevant to the class label, it
is added to BCF, otherwise it is discarded. In the redundancy analysis (step 3),
OSFS dynamically removes the redundant features in the BCF subset. For each
feature x in BCF, if there exists a subset within BCF making x and the class
label conditionally independent, x is eliminated from BCF [2].

2.3 Optimization in Dynamic Environments

In every day life, each type of optimization problem has specific characteristics
that make it distinct from others. However, almost all of them have a com-
mon feature which is their dynamic nature. Static optimization has known its
limitations in solving such problems and therefore sophisticated methods are
needed. More specifically, the field of research that addresses this kind of prob-
lems is commonly known as: Optimization in Dynamic Environments or simply:
Dynamic Optimization [11].

Solving a dynamic optimization problem, requires not only finding the opti-
mal global solution in a specific environment, but also following the trajectory of
the evolution of this optimum in dynamic landscapes. Therefore, the main chal-
lenge for optimization algorithms in dynamic environments is how to increase or
maintain the search diversity in such environments.
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2.3.1 Dynamic Optimization Problems
We can formally describe a dynamic optimization problem (DOP) as the task
that aims to find the sequence (x∗

1, x
∗
2, . . . , x

∗
n) that:

Optimize f(x, t)
subject to. hj(x, t) = 0 for j = 1, 2, ..., u
gk(x, t) ≤ 0 for k = 1, 2, ..., v.
with x ∈ R

n

(1)

Where f(x, t) is a time dependent objective function, (x∗
1, x

∗
2, ..., x

∗
n) is the

sequence of n optima found as the fitness landscape changes. In other ways, it
depicts optima tracking, hj(x, t) denotes the jth equality constraint and gk(x, t)
denotes the kth inequality constraint. All these functions may change over time,
as indicated by the dependence on the time variable t. A comprehensive review
on dynamic optimization can be found in [12].

2.3.2 Wind Driven Dynamic Optimization Algorithm (WD2O)
In the literature, several algorithms have been proposed to deal with DOPs [12].
Each one has features that make it appropriate for solving specific problems
than others. In other words and according to the No Free Lunch theorem, there
is no universal algorithm which solves in the best way all optimization problems.
Therefore, each optimization problem requires a thorough study that allows to
find the best algorithm.

Initialization

Classify the search space using
the multi-region strategy

Economical change detection mechanism

Update particles

Collision avoidance strategy

Stopping condition

End

N
Y

Fig. 1. Flow chart of WD2O algorithm.
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Recently, a new dynamic optimization algorithm has been proposed in [6],
called “Wind Driven Dynamic Optimization Algorithm (WD2O)”. The char-
acteristic property of this metaheuristic is the classification, it suggests to set
regions of the search space as promising and non-promising regions with accor-
dance to low and high pressure regions in the natural model. This new framework
has been inspired from the meteorology. Compared to other dynamic optimiza-
tion algorithms, the powerful feature of WD2O essentially resides in its efficiency
and scalability against high-dimensional dynamic problems due to the new multi-
region classification of search space. It is a multi-population metaheuristic.

Formally and as shown in Fig. 1, the WD2O algorithm can be described as
follow: in the initialization phase, the particle’s positions and velocities are ran-
domly set for each dimension within the corresponding bounds. WD2O proceeds
iteratively as described in Fig. 1. Firstly, the whole search space is divided into
promising and non-promising areas using a multi-region strategy. This classifi-
cation was beneficial in helping to find and track the global optimum as quickly
as possible. Next to the objective function value, the pressure value is calcu-
lated for each particle in the population. These values have been exploited to
achieve such a classification. A change detection mechanism is a significant step
as it allows the algorithm to rapidly react to the possible environmental changes.
In the next step, particle’s positions are updated. Since this metaheuristic uses
multiples populations, collision avoidance strategy is used in order to maintain
several sub-populations on several peaks. This process continues in this manner
till a stopping criterion is satisfied.

3 Research Problematic and Proposed Approach

3.1 Research Problematic

Generally, the evaluation criterion and the search strategy are two key elements
in feature selection. According to the evaluation criterion, most feature selection
algorithms (offline) are based either on filter methods or on wrapper methods.
Furthermore, since the size of the search space for n features is 2n, it is impos-
sible to carry out an exhaustive search for the feature selection [13]. Therefore,
the search strategy can drastically influence the results of a feature selection
algorithm. Evolutionary techniques including particle swarm optimization, evo-
lutionary algorithms, etc. have been widely applied to the traditional feature
selection problems [14].

However, in online feature selection, these two problems need to be revisited.
For the evaluation criterion, there is no general classification of the related meth-
ods, where most of them are based on information theory. On the other hand,
since the feature space grows continuously over time, the size of the search space
will be unknown or infinite. Therefore, it is impossible to adopt a global search
technique because of the unavailability of the entire feature space.

Therefore, the questions that arise are, how to introduce computational intel-
ligence to carry out streaming feature selection? And, to what extent will it be
possible to solve the aforementioned issues? In a first initiative of its kind and
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motivated by the fact that the problem of the streaming feature selection is a
dynamic problem whose dimension (feature) changes over time, we propose to
treat this problem by introducing dynamic optimization during the selection of
the best attributes.

3.2 Proposed Approach

As explained previously, the OSFS algorithm has been applied successfully to
the problem of online feature selection. The idea of this simple technique is
mainly focused on the exclusive selection of highly relevant features and weakly
relevant non-redundant features. Whereas, irrelevant and redundant features are
eliminated during the selection process. Although the results of this approach
have been very encouraging in terms of accuracy, the interaction between the
eliminated attributes and the future attributes is completely ignored in this
model. Therefore, the logical question we have thus to ask is to what extent it
would have been interesting to take these interactions into account?

To address the issues raised above, we propose a new model for selecting
features. More precisely, we propose a new hybridization between the OSFS
algorithm and the dynamic optimization algorithm WD2O.

The proposed approach can be summarized as shown in Fig. 2. We adopt the
acronym DOSFS (Dynamic Online Streaming Feature Selection) to refer to the
proposed approach. In this model, we propose a new system structure of SFS.
The gist of this approach can be described as follows. In the first phase, which
can be considered as an initialization phase, all parameters and components of
either WD2O or OSFS are initialized. It should be mentioned that the selection
process is automatically triggered by the arriving of new features, which carries
the information relating to each Xi instance in the training data.

As soon as a new feature arrived (feature F44 in Fig. 2), the second phase
is launched, in which the OSFS algorithm will run. As explained above, this
algorithm retains only the relevant features for the classification task in question
(class C in Fig. 2), which will be added to the set of best candidate feature (BCF)
found so far. But before being selected, it must be proved that there is no subset
S within BCF for which the features in BCF will be redundant.

Otherwise, irrelevant features are simply eliminated. However, eliminating
redundant features is the key task for an optimal feature selection process,
because according to the definition in [15], a redundant feature is a weakly rele-
vant feature. Therefore, a redundant feature deleted at time t may become highly
relevant in the future, through interaction with other newly arrived attributes.

In order to avoid such a scenario, or at least alleviate the problem, we pro-
pose to create a new feature space named Best Redundant Candidate Feature
(BRCF). This set includes only the redundant attributes that are dependent on
each other. Once the BRCF set is created, the third phase is launched, in which
the dynamic optimization algorithm WD2O should find the best sequence of
features independently of that found by OSFS.
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Fig. 2. Functional diagram of the proposed model DOSFS.

3.2.1 Objective Function and Solution Encoding
First of all, let us recall that the SFS problem is a dynamic problem whose
dimension (D) is the only element that changes over time. In this type of prob-
lem, the objective function is always static, it consists, on the one hand, in
maximizing the relevance between the features (F1, F2, . . . , Fn) and the class
labels (C1, C2), on the other hand, to minimize the redundancy between the
selected features. The objective function used in this problem is inspired by the
one proposed in [16] which can be defined as follows:

Max

⎛
⎝Fitness =

∑
x∈X

Z (x,C) −
∑

xi,xj∈X

Z (xi, xj)

⎞
⎠ (2)

Where X is the set of selected attributes (BRCF) and C is the class label. In our
case, since the data used are continuous, we will use the same objective function
defined by Eq. (2), but with Fisher’s Z test instead of mutual information as
used in [16].

Otherwise, in WD2O, each particle’s position is a vector of D dimension rep-
resenting the number of features available in the subset BRCF. Each dimension
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corresponds to a decision variable, we adopt a real coding (between 0 and 1)
because we are in a context of continuous optimization. A value greater than
or equal to (respectively less than) 0.5 indicates that the attribute is selected
(respectively not selected).

3.2.2 Change Detection
In this step, WD2O detects new environmental changes in the problem’s dimen-
sion (D). Therefore, a simple technique has been adopted in WD2O in order
to check the size of the dimension each time a new feature has arrived. If a
change is detected, WD2O exploits the best solution found so far (stocked in the
memory) (gbest) to quickly follow the new optimum. The idea is to change the
gbest’s dimension to be compatible with the new problem, but without select-
ing the newly arrived feature (i.e., generating a value between 0 and 0.5 in this
dimension). Furthermore, all particles in the population will be reinitialized to
increase the diversity level in the search space.

3.2.3 Global Search
Once a change is detected (i.e., a new feature has been added to the BRCF set),
the WD2O algorithm proceeds iteratively until a stopping criterion is met. At
the end of the optimization process, the best features selected that maximize
the objective function will be incorporated into the BCF set and considered as
important features retained by the dynamic optimization algorithm.

4 Experimental Study

4.1 Experimental Setup

In order to assess the performance of the proposed approach and to verify its
usefulness in practice, seven large-scale biological data sets were used (Feature
Selection Datasets1; Kent ridge biomedical data set repository2) as shown in
the Table 1. These biological datasets were provided for the purpose of selecting
relevant features to a classification problem.

For the datasets: Breast-Cancer, Lung-Cancer, Leukemia-ALLAML, we use
the training and validation datasets provided in Kent ridge biomedical data set
repository. For the other three datasets, we adopt 2/3 of the instances for the
training and 1/3 of the remaining instances for the test. Our comparative study
compares the proposed model DOSFS algorithm with α-investing [4] and stan-
dard OSFS algorithm [2]. In order to evaluate a selected feature subset in the
experiments, the SVM classifier is used. Two performances measures to evaluate
our algorithm with the standard OSFS and α-investing are compactness (the
number of selected features) and the prediction accuracy (the percentage of cor-
rectly classified test instances). All experiments were conducted on a computer
with Intel i5-2450, 2.50 GHz CPU and 6 GB memory.
1 http://featureselection.asu.edu/datasets.php.
2 http://datam.i2r.a-star.edu.sg/datasets/krbd/.

http://featureselection.asu.edu/datasets.php
http://datam.i2r.a-star.edu.sg/datasets/krbd/
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Table 1. Summary of biological datasets used for evaluation.

Dataset # Features # Instances Training data Test data

Breast-Cancer 24481 97 78 19

Colon-Tumor 2000 62 41 21

Central Nervous System 7129 60 40 20

Lung-Cancer 12533 181 32 149

Leukemia-ALLAML 7129 72 38 34

Prostate-GE 5966 102 68 34

Arcene 10000 200 134 66

4.2 Experimental Results and Comparisons

4.2.1 Usefulness of WD2O for Streaming Feature Selection
To analyze closely how the dynamic optimization algorithm WD2O react to the
arrival of a new streaming feature, we recorded the evolution of WD2O over time
during the streaming processing of the “Leukemia-ALLAML” dataset, as shown
in Fig. 3. Similar behaviors have been noticed for the other datasets.
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Fig. 3. Evolution of the best fitness value (corresponding to gbest) during a run of the
proposed model using the Leukemia-ALLAML dataset.

From Fig. 3, one can observe the gradual improvement of the best fitness
value corresponding to gbest, which implies both the high exploration capacity
of WD2O in the search space and its efficiency to handle dynamic optimization
problems. Furthermore, the performance stability recorded over certain periods
of time can be explained in two ways: either the new arrival feature is redun-
dant in the set BRCF, which implies the deletion of this attribute, or this new
streaming feature is added in BRCF but its interaction with the other features
does not significantly improve the classification task.
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4.2.2 Comparison and Analysis
In this section we compare our proposed hybrid approach with the standard
OSFS and α-investing algorithms in terms of prediction accuracy and the number
of selected features, on the seven high-dimensional datasets previously presented
in Table 1.

Using the SVM classifier, Table 2 presents the prediction accuracy values of
the proposed DOSFS vs. OSFS and α-investing algorithms. The highest predic-
tive accuracy values are shown in bold.

Table 2. Prediction accuracy of SVM (Acc) and the number of selected features (#).

Dataset Algorithm

α-investing OSFS DOSFS

Acc # Acc # Acc #

Breast-Cancer 0.63158 1 0.78947 2 0.84211 4

Colon-Tumor 0.57143 2 0.71429 2 0.57143 5

Central Nervous System 0.8 1 0 2 0.05 4

Lung-Cancer 0.92617 2 0.95302 2 0.96644 6

Leukemia-ALLAML 0.52941 1 0.91176 2 0.94118 6

Prostate-GE 0.88235 2 0.67647 2 0.91176 6

Arcene 0.56061 6 0.56061 3 0.59091 7

From the obtained results in Table 2, it can be seen that the proposed hybrid
approach DOSFS has succeeded in improving the performance of OSFS on sev-
eral cases, due to the features recovered by the dynamic optimization algorithm
as shown in Table 2. According to the SVM classifier, the results indicate that
the proposed DOSFS is very competitive and promising approach compared to
OSFS and α-investing on most datasets.

5 Conclusion and Future Work

The major contribution of this paper is that we proposed a new model to solve
streaming feature selection, the goal of which is to develop an online classifier
involving only a small number of features. More precisely, we propose for the
first time in the literature, a new hybridization between the streaming feature
selection algorithm OSFS and the WD2O dynamic optimization algorithm.

Thanks to the proposed hybrid model, the exploration capability of the
OSFS algorithm has been enhanced and many of the relevant features previ-
ously treated by the OSFS algorithm as unnecessary data has been fished out,
which in turn helps to improve decision making. To analyze the performance of
the proposed approach, high-dimensional biological data were used. The results
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obtained are encouraging and confirm that this new model is a promising way
for a more stable and precise selection of streaming features.

As for future work, we intensify our work on studying the relationship
between the dynamic problem of data streaming and dynamic optimization.
This new convergence could bring many new lines of research in the field of data
mining.
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