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Abstract. In this paper, we propose an approach for dynamic hand ges-
ture recognition, which exploits depth and skeleton joint data captured
by KinectTM sensor. Also, we select the most relevant points in the hand
trajectory with our proposed method to extract keyframes, reducing the
processing time in a video. In addition, this approach combines pose
and motion information of a dynamic hand gesture, taking advantage of
the transfer learning property of CNNs. First, we use the optical flow
method to generate a flow image for each keyframe, next we extract the
pose and motion information using two pre-trained CNNs: a CNN-flow
for flow-images and a CNN-pose for depth-images. Finally, we analyze
different schemes to fusion both informations in order to achieve the
best method. The proposed approach was evaluated in different datasets,
achieving promising results compared to other methods, outperforming
state-of-the-art methods.
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1 Introduction

Actually, with greatest technological advance, more emphasis is being placed on
non-verbal communication due to its speed and expressiveness in interaction, it is
performed through gestures involving the gesture recognition area, which is one
of the main component in the recent research field of human computer interac-
tion (HCI ) and recognized as a valuable technology for several applications due
to its potential in areas such as video surveillance, robotics, multimedia video
retrieval, etc. [9,13]. Hand gestures are one of the most common categories of
gesture recognition used for communication and interaction. Furthermore, hand
gesture recognition is seen as a first step towards sign language recognition, where
each little difference in motion or hand configuration can change completely the
meaning of a sign. So, the recognition of fine-grained hand movements represent
a major research challenge.

Hand-crafted spatio-temporal features were widely used in gesture recogni-
tion [19]. Many vision-based algorithms were introduced to recognize dynamics
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hand gestures [9,14]. Others well-known feature detection methods used were
HOG/HOF [11], HOG3D [10], SIFT [12], etc. In the same way, to exploit the
trajectory information, Shin et al. [17] proposed a geometric method using Bezier
curves. Escobedo et al. [3,4] proposed convert the trajectory to spherical coor-
dinates to describe the spatial and temporal information of the movements and
to avoid problems with the user position changes.

Recent studies have demonstrated the power of deep convolutional neural net-
works(CNNs), it become an effective approach for extracting high-level features
from data [16]. Wu et al. [21] proposed a novel method called Deep Dynamic
Neural Networks for multimodal gesture recognition using deep neural nets to
automatically extract relevant information from the data, they integrated two
distinct feature learning methods, one for processing skeleton features and the
other for RGB-D data. Besides, they used a feature learning model with a HMM
to incorporate temporal dependencies. An interesting property of the CNNs, is
the transfer of pre-trained network parameters to problems with limited training
data, this has show success in different computer vision areas, achieving equal
or better results compared to the state-of-the-art methods [15].

Based on the previous study, we propose a dynamic hand gesture recognition
approach combining motion and pose information computed from depth and
skeleton data captured by a KinectTMdevice. In contrast to previous works,
we use the method proposed in [3] to extract keyframes, this method exploits
the spatial information of both arms, detecting the dominant hand. This method
analyses the 3D trajectory skeleton to detect points which represent frames with
more differentiated pose. As we have a fixed keyframe number, the proposed
method becomes independent of the repeated use of time series techniques as
Hidden Markov Model (HMM) or Dynamic Time Warping (DTW), reducing the
processing time for a gesture. Finally, in this paper we investigate different fusion
methods for human pose and motion features computed from two pre-trained
CNNs, the hand user posture together with the motion information are decisive
to determine a good classification. We report experimental results for different
datasets composed of a set of fine-grained gestures.

The remainder of this paper is organized as follows. In Sect. 2, we describe and
detail our proposed hand gesture recognition system. Experiments and Results
are presented in Sect. 3. The Conclusions and future works are presented in
Sect. 4.

2 Method Overview

Our approach consists of four main stages, as shown in Fig. 1. In the first stage,
hand gesture information is captured by KinectTMdevice. In the second stage,
we preprocess the trajectory information to obtain the keyframes. In the third
stage, we compute motion and pose features using two CNNs and finally, these
features are fused by different methods to generate a unique feature vector, which
is used as an input into our classifier.
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Fig. 1. Hand Gesture Recognition proposed model.

2.1 Record Gesture Information

The KinectTM sensor V1 was used to capture hand gestures. The key of gesture
recognition success is the depth camera device, which consists of an infrared
laser projector and an infrared video camera. Furthermore, this device provides
intensity and depth data, and Cartesian coordinates of 20 human body skeleton
joints.

2.2 Keyframe Extraction Method

One of the principal challenges in hand gesture video analysis is the time vari-
ability that arises when every user makes a gesture with different speeds. Work
with all frames is inefficient and take a long time, so it is necessary to choose
some keyframes. Therefore in this approach, we used the method proposed in [3],
which is an improve of [4] to extract these keyframes. These make our hand ges-
ture recognition system invariant to temporal variations and avoid the repeated
use of time series techniques.

2.3 Feature Extraction

A dynamic hand gesture has two essential parts: the body pose information
and its motion. According to this, we further borrow inspiration from [2,5] to
represent our dynamic hand gesture approach. Unlike [2], we do not create body
regions since this step is unnecessary and only increases the processing time.
Another difference is that we use depth image keyframes instead of the RGB,
avoiding illumination changes and complex background interference. To generate
our final feature vector, we first compute optical flow. For that, we apply the
method used in [6] for each consecutive pair of keyframes. According to [2],
the values of the motion field vx, vy are transformed to the interval [0; 255] by
ṽx|y = avx|y + b where a = 16 and b = 128. The values below 0 and above
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255 are truncated. We save the transformed flow maps as images with three
channels corresponding to motion ṽx, ṽy and the flow magnitude. So far, we
have N keyframes and N − 1 flow images. Figure 2 shows an example from a
dynamic gesture with its N keyframes and its corresponding flow images.

Fig. 2. Example from a dynamic gesture with its N = 4 keyframes and its correspond-
ing N − 1 flow images.

Now, given a keyframe and its corresponding flow image, we use two distinct
CNNs to compute pose and motion features. Both networks contain 5 convo-
lutional and 3 fully-connected layers. The output of the second fully-connected
layer with k = 4096 values is used as a keyframe descriptor.

For depth images, we use the publicly available imagenet-vgg-f network from
[1] (our CNN-pose). For flow images, we use the motion network provided by [6]
(CNN-flow). Computing at the end, two vector of N × 4096 and (N − 1)× 4096
to be fused.

2.4 Fusion Methods

Finally, we follow the ideas proposed in [2,5]. We considered and analyzed differ-
ent schemes for fusing both informations. We distinguished two different fusion
methods: direct fusion and fusion by aggregation.

Fusion by Aggregation. Here, the two vectors do not need to have the same
dimensions, since individual information is extracted separately through a func-
tion (max, mean, max-min) per column. At the end, both are concatenated in a
single vector.

y = cat(f(xa), f(xb)) (1)

where f can be a max, mean or max-min operator and cat is the concatenation
operator.
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Direct Fusion. In this case, both vector maps need to have the same size,
because the function is applied in both vectors at the same time, following next
rules:

yij = f(xa
ij , x

b
ij) (2)

where f can be a max, mean, sum or concatenation operator.

3 Experiments and Results

In our experiments we use three datasets: the UTD-MHAD [7] which contains
27 human actions performed by eight subjects, the Brazilian Sign Language -
LIBRAS [4] which contains 20 gestures performed by two subjects and the
recently SHREC-2017 [18] which contains sequences of 14 hand gestures per-
formed in two ways: using one finger and the whole hand. Each gesture was per-
formed between 1 and 10 times by 28 participants, resulting in 2800 sequences.
Each dataset provides a different protocol to make the classification stage. Our
experiments follow these specifications.

3.1 Fusion Methods Evaluation

To demonstrated the utility of the keyframe extraction process, we conducted
two previous experiments. We randomly select 10 signals from the LIBRAS
test dataset, we measure its processing time by using the keyframe extraction
method and without it, i.e., working with all frames. The results are shown in
Fig. 3, where we can observe the processing time is almost constant in the 10
random gestures. In contrast, when we work with all frames, the processing time
varies according to the frame number, thus we show that the process of keyframe
extraction accelerates the execution time, remaining almost constant.

Fig. 3. Processing time recording to compare ten random Si gestures from the LIBRAS
dataset. Using the keyframe extraction algorithm we can wee that the processing time
is almost constant.
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We also make a comparison by measuring the overall performance obtained
from the test dataset. The results are shown in Table 1, we observe that the
results are almost similar for both cases, presenting a low standard deviation
(SD). Thus, the performance is not significantly affected, we demonstrate the
robustness of the keyframe extraction method used in our approach.

Table 1. Performance comparison between our approach to use the keyframe extrac-
tion algorithm and using all frames. We compared using different methods of fusion by
aggregation. Results show that the difference is minimum.

Fusion method Using keyframes Using all frames SD

Aggregation min-max 98.25 98.50 0.18

Aggregation max 95.99 96.25 0.18

Aggregation mean 96.74 97.50 0.54

SD 1.15 1.13

After demonstrating the robustness of our approach, we conducted a set of
experiments to find the best fusion method of flow and pose features, thereby we
divided the experiments into two parts: first, we conducted experiments using
fusion by aggregation, where we used the max, min and max-min operators. The
second experiment was conducted by direct fusion. It is worth highlighting that
these experiments can be performed only on keyframes, since this fusion method
requires to have vectors with fixed size. The experiments were performed using
the max, min, sum, mean and concatenation operators. All experiments were
performed on the previously mentioned datasets. The results obtained are shown
in Table 2 and we observe that in some cases the fusion by aggregation presents
better results on UTD-MHAD and SHERC-2017 datasets, using the max-min
operator. In the case of the LIBRAS dataset, the direct fusion presents better
results when applying the max operator. This can be due to the LIBRAS dataset
is formed from a set of sign language gestures with structured movements.

Table 2. Summary of our experiments using different schemes of fusion. The table
shows the results in three different datasets.

Fusion methods

Aggregation Direct

Dataset Max Mean Max-min Sum Max Mean Concat

UTD-MHAD 93.54 93.73 94.65 91.30 94.63 92.49 93.75

SHREC-14 75.68 75.79 75.97 74.82 75.69 73.63 74.10

LIBRAS 96.74 95.99 98.25 97.74 98.50 96.24 98.00

Finally, we compared our best results with other methods that used the
LIBRAS and UTD-MHAD datasets. Table 3 shows the results obtained and it is
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deduced that the fusion of motion and pose features represent better a gesture.
Here, emerge the importance of the fusion of features by searching a method
that best suits the problem.

Table 3. Comparison of the our approach with other method in the literature

Method UTD -MHAD LIBRAS

Escobedo and Camara [3] 84.89 98.54

Chéron et al. [2] (Only Kinect data) 66.10 -

Wang et al. [20] 85.81 -

Hou et al. [8] 86.97 -

Aggregation (max-min) 94.65 98.25

Direct fusion (max) 94.63 98.50

4 Conclusion

In this paper, we propose a new approach that fuses pose and motion fea-
tures of a dynamic hand gesture. We exploited the transfer learning property
from CNNs by extracting information from two pre-trained models. We con-
clude that the fusion stage is very important and decisive to the correct per-
formance of our method. Another important issue is the definition of a method
to extract keyframes, the processing time is considerably decrease when the
keyframe extraction process is used, without affecting the performance of our
approach. This is a very important characteristic when applied in real time
applications.

Finally, the robustness of our method was shown in the experiments when
compared with other methods of the literature. As future works, we propose to
exploit new fusion methods, research on new 3D CNN architectures to extract
best features from depth images and apply it on more hand gesture datasets.
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