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Abstract. High resolution synthetic aperture radar (SAR) images have been
widely used in urban mapping and planning, and built-up areas in high resolution
SAR images are the key point to the urban planning. Because of the high dynamics
and multiplicative noise in high resolution SAR images, it is always difficult to
detect built-up areas. To address this matter, we put forward an Improved Fully
Convolutional Network (FCN) to detect built-up areas in high resolution SAR
images. Our improved FCN model adopt a context network in order to expand
the receptive fields of feature maps, and it is because that contextual fields of
feature maps which are demonstrated plays a critical role in semantic segmenta‐
tion performance. Besides, transfer learning is applied to improve the perform‐
ance of our model because of the limited high resolution SAR images. Experiment
results on the TerraSAR-X high resolution images of Beijing areas outperform
the traditional methods, Convolutional Neural Networks (CNN) method and
original FCN method.
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1 Introduction

High resolution synthetic aperture radar (SAR) is the only imaging system that can
generate high resolution imagery anytime, even in inclement weather or darkness. Thus,
SAR images are widely used to observe the land, e.g. disaster management, land cover
overlapping, etc. With great impact on human’s life, especially in urban mapping and
planning, the detection of built-up areas is more frequently applied to make rational use
of the resource in urban areas. Besides, SAR images processing is commonly recognized
as a hard task because of the high dynamics and multiplicative noise.

As for detecting built-up areas in high resolution SAR images, the feature extraction
is the key point to get a great detecting performance. There are many methods proposed
to extract different features to detect built-up areas in high resolution SAR images, for
instance optical texture features [1] and Labeled Co-occurrence Matrix (LCM [2])
improved from Gray Level Co-occurrence Matrix (GLCM [2]). But using these features
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to detect built-up areas in high resolution SAR images cannot perform well because of
the strong speckle noise. In addition, the multiscale CNN method proposed in [13] can
extract robust multiscale and hierarchical features directly form images against the
strong speckle noise. But the multiscale CNN method [13] cannot form an end-to-end
trainable deep network to detect built-up areas in high resolution SAR images, the
conversion process of image block labels to pixel labels will limit the detecting perform‐
ance. Meanwhile, the limited size of image blocks result in the limited size of contextual
field of feature maps, adversely affecting the detecting performance.

In this paper, we utilize the FCN model to form an end-to-end trainable network to
detect built-up areas in high resolution SAR images, and the FCN model has evolved to
be one of the most important architectures in semantic segmentation after it is success‐
fully adopted in [5]. While using the FCN model to detect built-up areas in high reso‐
lution SAR images, it is a pixel-to-pixel detecting process and we can directly get the
label map of high resolution SAR images so that avoid the conversion process of image
block labels to pixel labels, and the limited size of contextual field caused by the image
blocks, leading to a better detecting performance.

Generally, it is difficult to train a strong FCN directly, thus, simply adapts the archi‐
tecture of pre-trained classification network (e.g. VGGNet (VGG-16 [3]) trained on
ImageNet [4] etc.) is always a good choice. Although this way can perform well in
semantic segmentation, for different resolution data, it has unavoidable architecture
defects to limit the performance in semantic segmentation. First and most, the pre-trained
CNN is trained with low resolution images (e.g. 224 × 224 pixels), whereas our input
SAR images are in high resolution. The simple adaption techniques adopted in FCN
model cannot effectively address the domain gap which lead to a less optimized segmen‐
tation performance of FCN [11]. And it is because the feature maps which are used for
classification in FCN model have limited contextual fields, causing the inconsistence in
predictions for local ambiguous regions.

For this problem, we put forward an Improved Fully Convolutional Network to
improve the detecting performance, we introduce a context network to replace the fully
connected (fc) layers in the original FCN model so that expanding the receptive fields
of corresponding feature maps, reducing such a domain gap so that get a better perform‐
ance in semantic segmentation. The context network is stacked with several convolu‐
tional blocks (conv blocks), and we assemble Convolution, Batch Normalization, Recti‐
fied Linear Units (ReLU) as a conv block. Experimental results show that our improved
FCN model performances better than traditional methods, the multiscale CNN method
[13] and the original FCN method.

2 Fully Convolutional Network

Deep learning model can learn different hierarchies of features, among features, high-
level features is building upon low-level features. Take the classic deep learning
model CNN for demonstration, the CNN model can learn different hierarchies of
semantic information in images, when trained with regularization, the CNN model can
perform well in visual object recognition and image classification. Based on CNN
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model, Long et al. [5] extend the classic deep classification architecture (CNN) by
replacing the fully connected layers with fractional convolutional layers to learn per-
pixel labels end-to-end. Besides, Long et al. [5] describe the fractional convolutional
layer as useful learning filters to upsample so that mapping or connecting the coarse
outputs to the dense pixel space.

Comparing with the CNN model to get semantic information in images, FCN model
can form an end-to-end trainable network to learn per-pixel labels rather than per-block
labels. Thus, the prediction process of per-pixel labels avoid the conversion of image
block labels to image pixel labels so that improve the performance of semantic perform‐
ance. Besides, there is not size limitation in input images when using FCN model while
the input images should have the same size if using CNN model.

In this paper, we employ the FCN model to detect built-up areas in high resolution
SAR images. Empirically, it is hard to train a strong FCN directly. The usual method is
to adapt the architecture of pre-trained classification network trained on ImageNet [4].
And for us, we choose the VGG-16 [3] model as our basic model, then we use our dataset
of high resolution SAR images to conduct fine-tune process.

Figure 1 illustrates the architecture of FCN model (the black vertical line denotes
the convolution layer). Each convolutional layer is followed by ReLU activation func‐
tion. Such a high-dimensional model is prone to overfit on the relatively small high
resolution SAR images dataset. Under consideration, we take great care to mitigate
overfitting through dropout and regularization during training. We plug in a batch
normalization layer after every three convolutional layers from the fifth convolutional
layer in the FCN model. Besides improving the training speed of the experiment, it can
also mitigate overfitting which works similiarly as a regularization way. In addition, we
add a dropout layer after the last convolutional layer in the FCN model which can also
have an effect on mitigating overfitting.

Fig. 1. Architecture of the FCN model

3 Improved Fully Convolutional Network

The pre-trained CNN in FCN model is optimized for the classification of low-resolution
images, leading to a less competitive performance when used for classification or
semantic segmentation in high resolution SAR images. It is because that the simple
adaptation techniques adopted in FCN model cannot effectively address the domain gap,
and the feature maps which used for classification in FCN model have limited contextual
fields. Take the well-known FCN model (VGG-16 [3]) as instance, the feature map used
for prediction (fc7, c.f. Table 1) don’t have the matching contextual view with high
resolution SAR images, the size of corresponding contextual view is only 404 × 404
pixels, and it is not large enough to make sure that nearly all elements in feature maps
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are accessible to full-image context of high resolution. Meanwhile, the role of contextual
filed plays in the final semantic segmentation performance is considered pretty important
on the basis of previous literatures [6, 7]. In order to close such a domain gap, we adopt
a context network in our FCN model to improve the contextual fields as for the feature
maps which used for classification part right after the pre-trained CNN model.

Table 1. Receptive fields of feature maps in FCN model (VGG-16 [3])

Layer Conv1_1 Conv1_2 Pool1 Conv2_1 Conv2_2 Pool2
Receptive
field(px)

3 × 3 5 × 5 6 × 6 10 × 10 14 × 14 16 × 16

Conv3_1 Conv3_2 Conv3_3 Pool3 Conv4_1 Conv4_2 Conv4_3
24 × 24 32 × 32 40 × 40 44 × 44 60 × 60 76 × 76 92 × 92
Pool4 Conv5_1 Conv5_2 Conv5_3 Pool5 Fc6 Fc7
100 × 100 132 × 132 164 × 164 196 × 196 212 × 212 404 × 404 404 × 404

3.1 Context Network

According to the principles mentioned above, we attach a context network on top of the
pre-trained CNN in order to improve the final performance of detecting built-up areas
in high resolution SAR images. And the main effect which context network brought is
to enlarge the receptive fields of the feature maps matching with the high resolution SAR
images. Besides, our improved FCN model discards the last two fc layers (fc6, fc7)
which are specific to image classification [8]. And replace it with our context networks.
Through this way, we can efficiently reduce the size of our improved FCN model and
gain a larger contextual field for high resolution SAR images. As for the context network,
the components consist of the following three structures:

1. Convolution: Conv can efficiently aggregate neighborhood context. From a mathe‐

matical point of view y(i) =
∑j=i−m

j=i+m
k(i)x(i) where k means the Conv kernel with size

2m + 1, x and y are input and output signals. And it illustrates that signal y can be
interpreted as a contextualized x. Meanwhile, Conv has been broadly and success‐
fully devised and used in many literatures [6, 9, 15] to perform context aggregation.

2. Batch Normalization: Batch Normalization [10] is important to accelerate training
process and improve the semantic segmentation performance. In the context
network, we plug in the batch normalization layer right after the convolution layer.

3. ReLU: ReLU is the activation function we plug in the ReLU layer right after the
batch normalization layer.

We assemble convolution, batch normalization, ReLU mentioned above as a conv
block, and we constitute our context network by stacking multiple conv blocks.
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3.2 Receptive Field

We know that the receptive field of convolution layers is related to the size of convo‐
lutional kernel and the stride size of former layers. When calculating the receptive filed
of each layers, first, we can get the stride size of each layer, it can be calculated as (1),

stride(t) = stride(1) × stride(2) ×… × stride(t − 1) (1)

stride(t) means the stride size of each layer lt.
The way to calculate the size of receptive field is from the deep layer to shallow

layer. And it can be calculated as (2)

V ′

receptivefield
=
((

Vreceptivefield − 1
)
× stride

)
+ Sizeconv (2)

In (2), V ′

receptivefield
 means the receptive field size of the layer lt which we want, and

Vreceptivefield means the receptive field size of the layer lt mapped to the previous layer lt−1,
stride. means the stride size of each layer, Sizeconv means the size of convolutional kernel.

From the calculating process in (2), we can get the size of receptive field which we
want layer by layer.

According to the calculating process above, we can conveniently enlarge the size of
receptive field when stacking multiple conv blocks to form context network with proper
number of conv blocks used so that improve the detecting performance efficiently. And
the size of receptive field we want will be the key rule to design the proper context
network (determine the number of conv blocks used to be stacked with.)

3.3 Architecture of the Improved FCN Model

Figure 2 illustrates the overall framework of the improved FCN model employed in this
paper. Comparing with the original FCN model, the improved FCN model replaces the
fc6, fc7 layer in original FCN model as the context network which is stacked with several
conv blocks. As for the high resolution SAR images, the designed context network in
the improved FCN model can enlarge the receptive filed to a proper size corresponding
to the input images.

Fig. 2. Architecture of the context network, which is composed with a stack of M conv blocks.
After each conv block (5 × 5 conv kernel in above example), the receptive fields of feature maps
are expanded. Note that the spatial dimensionality of these feature maps keeps unchanged [11].
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4 Transfer Learning

In this paper, we also explore the benefits of transfer learning in training our FCN model
and the improved FCN model with limited high resolution SAR images.

In transfer learning, the method adapted to initialize our FCN model and the
improved FCN model is sharing the learned weights from the source model. Specifically,
the weights selected from convolution and upsampling layers in the source model will
be copied or transferred to the corresponding layers in our own model, and the remaining
layers of our model are then randomly initialized and trained using the high resolution
SAR images dataset via supervised fine-tuning. For instance, we initialize our FCN
model and the improved FCN model with the learned weights of selected convolution
layers from the VGG-16 [3] model.

When training a large target model on the small target dataset, transfer learning can
significantly decrease the probability of the occurrence of severe overfitting. Specifi‐
cally, the benefits that transfer learning offered are listed as follows [14]:

1. Domain adaption –It will be allowed that the target task is different but related to
the source task in transfer learning.

2. The difference between the distribution of source and target datasets are allowed.
3. It will be achievable to gain better convergence and accuracy performance when

trained with limited training data.

In addition, when using transfer learning to do the semantic segmentation task, we
can do some changes in FCN model for different resolution dataset in order to get a
proper size of receptive field. Because it is known that the size of contextual field of
feature maps plays a great role in the performance of semantic segmentation.

5 Experiments and Results

In our experiment, we use the high resolution TerraSAR-X SAR images collected on
November 25, 2011 of Beijing areas to verify our method. The SAR images have range
resolution of 2.3 m and azimuth resolution of 3.3 m. Building types in images include
Dot villa district, residential quarter buildings, squatter settlement, etc. And 7900
samples were extracted in eastern areas of Beijing according to the high resolution
optical maps to train the FCN model and the improved FCN model.

As for the context network in the improved FCN model, notice that the off-centering
pixels require significantly larger receptive fields than centering pixels, in order to get
the same actual contextual views, the context network is expected to be designed to
expand the receptive field twice larger than the input image [11]. And the hidden dimen‐
sion of Conv blocks is fixed to 512. In the training process, we initialized the new
parameters engaged from the context work by Gaussian distribution with variance 0.01.
And for our FCN model and the improved FCN model. The deconvolution operation [5]
is used to perform upsampling operation. Both two models mentioned above are trained
with SGD, and the value of momentum is set to 0.9. At the beginning of the training
process, the learning rate is initialized to be 0.001, the value will decreased by 10 times
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after 10 epochs (total epochs is 25). Besides, the FCN model and the improved FCN
model are trained with the provided segmentation masks, the size of images for the phase
of train and validation is 500 × 500 pixels. And the test set is a SAR image of
(2500 × 4000) pixels from the northern areas of Beijing, the test image is separate from
the train and validation dataset. As for the batch normalization layer, the statistics (mean
and variance) is updated after the network is converged.

In our experiment, we use detection rate, false alarm rate and accuracy of classifi‐
cation to evaluate our result [12]. GLCM is the detecting result when using GLCM
texture features consulting [1, 13], and LCM is the result of [2, 13], Multiscale CNN is
the result of [13]. FCN, Improved FCN represent the result using our FCN model and
improved FCN model discussed in this paper. From the comparing of results mentioned
in Table 2, we can find that our improved model performs better to detect built-up areas
in high resolution SAR images.

Table 2. Performance comparisons of different methods (corresponding to different models)

Method Detection rate False alarm rate Accuracy of
classification

GLCM 84.38% 15.82% 88.78%
LCM 89.39% 23.40% 86.16%
Multiscale CNN 92.14% 10.71% 92.86%
FCN 92.20% 9.16% 92.48%
Improved FCN 92.53% 8.63% 93.05%

In addition, we design several different context networks with different architectures.
And all the context networks designed have the same size of receptive field. Specifically,
all the improved FCN model with different context networks have a significantly large
receptive field than the origin FCN model, and the size of receptive fields make sure that
nearly all elements in feature maps are accessible to full-images context.

Table 3. Performance comparisons of improved FCN model with different setup of context
networks. The format k × k (m) denotes that the context network is stacked with m consecutive
k × k convolution blocks

Context
network

Receptive
Field (px)

Detection rate False alarm
rate

Accuracy of
classification

3 × 3(12) 980 × 980 92.45% 8.72% 92.95%
5 × 5(6) 980 × 980 92.53% 8.63% 93.05%
7 × 7(4) 980 × 980 92.38% 8.59% 92.84%
FCN 404 × 404 92.20% 9.16% 92.48%

The performance in Table 3 clearly shows the context network can improve the
performance to detect built-up areas in high resolution SAR images. From Table 3, the
format k × k (m) denotes that the context network is stacked with m consecutive
k × k convolution blocks. All context networks have the same size receptive field
which is carefully designed to make sure that all elements in feature maps are
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accessible to full –image context. And their detecting performances are very similar,
almost the same which illustrates the size of receptive field rather than the architec‐
ture of context network plays a critical role in the final performance when detecting
built-up areas in high resolution SAR images.

In addition, the new parameters play a great role in filling the domain gap during the
fine-tuning of improved FCN. Comparing the magnitude of parameters of improved
FCN and the original FCN model, the magnitude of parameters of improved FCN is
larger than the original FCN model. It illustrates that the detecting performance improve‐
ment of built-up areas in high resolution SAR images is not simply originate from
engaging more parameters. Besides, we conduct a controlled experiment to validate that
the larger receptive field rather than the larger magnitude of parameters to improve the
detecting performance built-up areas in high resolution SAR images.

In order to make the comparsion of context networks with different magnitude of
parameters, we design two different context networks, the only differences between them
is the hidden dimension. The hidden dimension of context network (*) is increased from
512 to 1024. Thus, the context network with mark (*) involves larger magnitude of
parameters. And the result in Table 4 illustrates that the larger magnitude of parameters
don’t significantly improve the performance when comparing with the original context
network (hidden dimension is 512). Therefore, it can be inferred that the magnitude of
parameters doesn’t play a great role in improving the detecting performance of built-up
areas in high resolution SAR images.

Table 4. Performance comparisons of context networks with different magnitudes of parameters.

Context network Detection rate False alarm rate Accuracy of
classification

5*5(6) 92.53% 8.63% 93.05%
5*5(6)(*) 92.46% 8.57% 93.13%

Figure 3 shows our detection result on the high resolution SAR images, Fig. 3(a)
shows us the origin high resolution SAR image, it illustrates that the size and the type
of buildings in this area are complex. Both large span of built-up areas and scattered
building appeared in this areas. Figures 3(b) shows the label of built-up areas which is
manually labeled according to optical maps, and the regions in red are the built-up areas.
Figure 3(c) shows the detecting result with FCN model, the regions in blue are the built-
up areas. Figure 3(d) shows the detecting result of built-up areas with the improved FCN
model. According to the detecting result (c), (d), we can find that the improved FCN
model performs better than the FCN model.
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Fig. 3. Experimental results (a) SAR Image of northern areas of Beijing. (b) Manually Labeled
Image. (c) Detection Result of FCN model. (d) Detection Result of improved FCN model.

6 Conclusion

In this paper, we proposed an improved FCN model to solve the problem of built-up
areas detection in high resolution SAR images. By the approach of introducing a context
network to expand the receptive fields of feature maps in the FCN model, we improve
the performance of detecting built-up areas in high resolution SAR images. Experi‐
mental results on TerraSAR-X SAR images get a detection rate of 92.53%, false alarm
rate of 8.63%, accuracy of classification of 93.05%. It indicates that the improved FCN
model is effective to detect built-up areas in high resolution SAR images.
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