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Abstract. Idiopathic Parkinsons disease (PD) and atypical parkin-
sonian syndromes may have similar symptoms at the early disease stage.
Pattern recognition on metabolic imaging has been confirmed of dis-
tinct value in the early differential diagnosis of Parkinsonism. However,
the principal component analysis (PCA) based method ends up with a
unique probability score of each disease pattern. This restricts the explo-
ration of heterogeneous characteristic features for differentiation. There
is no visualization of the underlying mechanism to assist the radiolo-
gist /neurologist either. We propose a tensor factorization based method
to extract the characteristic patterns of the diseases. By decomposing the
3D data, we can capture the intrinsic characteristic pattern in the data.
In particular, the disease-related patterns can be visualized individually
for the inspection by physicians. The test on PET images of 206 early
parkinsonian patients has confirmed differential patterns on the visual-
ized feature images using the proposed method. Computer-aided diagno-
sis based on multi-class support vector machine (SVM) shown improved
diagnostic accuracy of Parkinsonism using the tensor-factorized feature
images compared to the state-of-the-art PCA-based scores [Tang et al.
Lancet Neurol. 2010].

1 Introduction

Atypical parkinsonian syndromes, including multiple system atrophy (MSA) and
progressive supranuclear palsy (PSP) present very similar clinical symptoms
to idiopathic Parkinson’s disease (PD) especially in their early stages [10]. It
© Springer International Publishing AG 2017

M. Descoteaux et al. (Eds.): MICCAI 2017, Part III, LNCS 10435, pp. 125-133, 2017.
DOI: 10.1007/978-3-319-66179-7_15



126 R. Li et al.

has been reported that approximately 20%-30% of PD patients were misdiag-
nosed [11]. This diagnostic error has significant consequences for clinical patient
care and causing inadequate treatment [6]. Positron emission tomography (PET)
detect abnormal functional alterations [2,7,12,17] far before structural damages
to the brain tissue are present [3,12,18,20]. Although *F-FDG PET is effective
in the diagnosis of parkinsonism by visualizing brains glucose metabolism [§],
the complex spatial abnormalities make the exploration of its differential poten-
tial challenging. Sophisticated pattern recognition has been developed to boost
the performance in early differential diagnosis of parkinsonism [5,16]. Specific
metabolic patterns of PD, MSA and PSA were extracted using principal com-
ponent analysis (PCA). For each pattern, a score is derived to describe the
probability of the PET images of an individual subject presenting this pattern.
These pattern scores have been found as surrogates to accurately discriminate
between the different types of parkinsonian syndromes in early stage. However,
the unique probability score of each disease pattern provides limited information
of the heterogeneity of the underlying pathophysiological abnormalities, leading
to bottleneck to further improve the diagnostic accuracy. Furthermore, there is
no visualization of the characteristic features, which restricts the possibility of
diagnostic inspection and approval by radiologist/neurologists.

In contrast to vector-based dimension reduction of PCA, tensor factorization
can represent data by a two-dimensional matrix directly and provides a powerful
tool for factor analysis. Various successful applications have been reported. A work
[15] extracts features from a tensor by higher order discriminant analysis. The class
discriminant information in the high dimensional data is captured by the within-
class scatter matrix and between-class scatter matrix, which can be seen as an
extension to the well-known linear discriminant analysis (LDA). An error analysis
[4] of the tensor decomposition was proposed to provide error bounds. The experi-
ments showed improved performance on the video compression and classification.
Another work [13] suggested the tensor factorization for context-aware collabora-
tive filtering. A recent study [14] applied tensor factorization to find meaningful
latent variables that predict brain activity with competitive accuracy.

In this paper, we propose a tensor factorization based method to extract the
characteristic patterns of PD, MSA and PSA. This is achieved by decomposing
the 3D data into 2D planes containing the determinant information. The pattern
related features can be then represented in the 2D visual space. Thus it can be
visualized individually for the inspection by physicians. The method was tested
on "8F-FDG PET images of 206 patients suspected with parkinsonism. The
computer-aided diagnosis on the derived 2D feature images were compared with
that on the state-of-the-art PCA-based pattern scores [16].

2 Methods

2.1 Introduction to Tensor Factorization

In this study, we denote the imaging data as a order-3 tensor 7 € RIX/xK
where I, J, K are the dimensions. i, j, k can take on the specific value in the I, J
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and K respectively. Thus, 7 = [t”k]fj‘]kfil, where t; ; . is an entry of the tensor
at the position (i, j, k). CANDECOMP/PARAFAC (CP) [9] decomposition® is
employed to decomposing the tensor in this study [19]. With respect to an order-
3 tensor 7, TF factorizes 7 into three components bases (factor matrices A, B
and C), which are often constrained to a unit length vector associated with a
weight vector A = [A1,..., Ag]. These rank-one components can re-express the
original tensor. Thus, the factorized form is as follows:

R
T%Z)\Txarobrocr, (1)
r=1
in which the component basis A = [a1,a2,...,a.], B = [b1,ba,...,b],

C = [e1,¢2,...,¢:]. The weight vector is A = [A1, Ag, ..., A.]. Outer product is
denoted by the o, and R is the rank. After the CP tensor factorization, the fac-
torized model can then be compactly expressed as 7 =~ {\, A, B,C}. By reducing
the 3D tensor into a tensor with smaller dimension (such as 2D matrix), we can
visualize a 3D image by a 2D representation. As a higher dimensional extension
to the singular value decomposition (SVD), TF can be solved by the CP-ALS
(alternating least squares). The idea of CP-ALS is to minimize the least square
term Ellis% |7 — Zle A X @y 0b.oc,||, where || - || is the vector 2-norm. We used

the Matlab tensor toolbox [1] implementation in the experiments.
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Fig. 1. (a) Ilustration of vector, matrix, tensor and CP decomposition. (b) Demon-
stration of factor matrices and associated weights by R = 10 in Eq. 1.

In Algorithm 1, the data reduction of 7 = T is possible because the model
M7 can be expressed by the product of the decomposed factor matrices sharing a
common dimension size of R2. Furthermore, we can select the top-m components
from the R to reduce the data. Thus, reducing the data by using the top-m bases
in the factor matrices is mathematically feasible. We, in fact, can shrink the data

! We name CP decomposition as tensor factorization (TF) in this work.
2 The R was chosen by gradually reducing the rank number until the minimal lambda
is not smaller than 5% of the maximum lambda after decomposition.
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Algorithm 1: Learning features in high dimensional data via tensor fac-
torization

1 Inputs: Tensor data 7 € RT*/*X rank R, top-m components (m < R)

2 Outputs: Feature vector for each 3D image

3 Model training: Train a tensor model M7 using a given rank R for each class
MSA, PSP and PD respectively

4 Deriving features: Given an image, use the M7 to reduce the data along the

second mode J, such that 7 € R7*7*K = 7' ¢ RT*P*K wherem < R < J.
Flatten the 7 into a one dimensional vector of size I - m - K that is used as a

feature vector to train a classification classifier such as support vector machines
(SVM).
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Fig. 2. Demonstration of feature learning via tensor factorization. The 2D image shows
the third (middle) slice from the reduced image R?>*™*% m is the number of selected
top-m basis components from the model M. In this study, we set m = 1 for the
purpose of visualization, although the proposed method is valid for any value of m.

along any mode. In this study, the reduction was performed along the second
mode J, corresponding to sagittal plane.

Figure 2 depicts the feature learning process using the proposed tensor factor-
ization (TF) method. In our experiments, we train a TF model for each disease
type (MSA, PSP and PD) using the training images, resulting in three models
denoted as M54 MESP and MEP. Given a test image (new coming subject),
we we just need to project the data to the established factorized bases to derive
the respective feature vectors (illustrated as right hand side images in Fig. 2),
which are then concatenated together as a one dimensional feature vector repre-
senting the test image. This is similar to the state-of-the-art method, where new
data only need to be projected to the established PCA-bases. Thus, an image is
characterized by the three trained models (factorized bases). Finally, a classifier
can be trained based on the derived feature vectors to arrive at a predictive
model.

2.2 Application of Tensor Factorization to 3D Images

In Fig. 2, the model M is trained by the training data. My consists the factor
matrices (A, B,C) that are the keys to perform data reduction. To reduce an
image of size 95 x 79 x 69 along the second dimension 79, we iterate over the
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Fig. 3. Illustration of feature images of PD, MSA and PSP. 4 representative feature
images and 1 atypical feature image for each disease are displayed.

third dimension 69. In each iteration, a 2D image of size 95 x 79 is selected,
which is multiplied with the second factor matrix of size 79 x p. The resulting
matrix is of size 95 xm as shown in Fig. 2. After 69 iterations, a reduced 3D image
(95 xmx69) is generated. The reduced 3D data is concatenated to form a feature
vector representing the image. One may also iterate over the first dimension to
perform the reduction, as long as the matrix operation is allowed. T'wo additional
points must be stated: First, it is possible to further reduce the image to an even
smaller size along other dimensions. Second, it is also possible to reduce the
image by any dimension rather than the second dimension. In this work, we
chose the second dimension (sagittal plane) to have the best visualization of all
interested structures of 3D data reduction by tensor factorization, with m set to
one (second dimension is reduce to one).

3 Experiments and Results

206 patients with suspected parkinsonian clinical features were subjected to
an '®F-FDG PET imaging. After the imaging, these patients were assessed by
blinded movement disorders specialists for a mean of 2.1years before a final
clinical diagnosis of PD (n = 136), MSA (n = 40), and PSP (n = 30) were
made. PET images were normalized by global mean and then were spatially
normalized to Montreal Neurological Institute (MNI) space using SPM8%. A
Gaussian kernel (size 8 x 8 x 8 mm) were applied to smooth the PET images.
The mean of each image will be subtracted from the image.

A group of 20 PD, 20 MSA and 20 PSP images were randomly selected to gen-
erate mean image for tensor factorization. The factorization algorithm generated
a set of base images (factor matrices). Afterwards, the PET image of each patient
was projected to the factorized bases to generate 2D feature images. These fea-
ture images represent the characteristic patterns and were displayed for visual

3 Statistical Parametric Mapping, http://www.fil.ion.ucl.ac.uk/spm/software/spm8/,
20009.
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inspection. For most patients the clinical diagnosis of PD, MSA or PSP can
be visually differentiated. Figure 3 shows 4 representative feature images of PD,
MSA and PSP. For representative PD patterns, no difference between frontal,
parietal and occipital lobes was observed. Visible cerebellum and striatum activ-
ities can be observed. For MSA, vanishing cerebellum activity was observed and
there were also reduced activities in striatum on the pattern images. For rep-
resentative PSP, decreasing striatum activities were observed, while cerebellum
activities were still visible. There were observable declining activities in frontal
lobe. However, these typical findings do not represent all the images. Overall, 13
(9.6%) PD, 5 (12.5%) MSA and 6 (20%) PSP were found to be ambiguous in
visual inspection. Examples of atypical pattern images were illustrated in Fig. 3.
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Fig. 4. Comparing the computer-aided diagnosis results on PCA-based pattern score
[16] and the proposed tensor factorized feature images.

In addition to visual inspection, multi-class SVM were applied to the feature
images. A linear kernel was used, with a grid search for parameter optimization.
Grid search considers only the optimization of the penalty parameter C' in the
linear SVM, selecting the value of C' yielding the best classification result based
on the training data. After the best value of C' was found, we applied it to
the test data. A 10-fold cross-validation was applied. The tensor factorization
and cross-validation were repeated for 256 times. The results were compared
with the conventional PCA-based pattern scores with the same setting of cross
validation. Figure 4 displays the comparison of the proposed tensor factorization
and pattern scores for the sensitivity, specificity, positive predictive value (PPV)
and negative predictive value (NPV). Paired t-test of the results of 256 repeated
tests show that visual representations of parkinsonian patterns lead to significant
(p of all the comparisons are less than 1.8 x 1075%) improvement compared to
pattern scores.

4 Discussions and Conclusion

This paper proposed a new pattern representation method using tensor factor-
ization, which allows both visual inspection and computer-aided diagnosis. The
visualization of the derived feature images demonstrates different representative
patterns for PD, MSA and PSP. This provides the potential for physicians to
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inspect the diagnosis in reading room. The improved result of computer-aided
diagnosis using the tensor-factorized patterns over the PCA-based scores con-
firmed that the new method can capture more characteristic features for differ-
ential diagnosis.

In this study, only one sagittal representation image was chosen for the visu-
alization. This is based on the consideration that it may give a view cover-
ing maximum information of reported characteristic anatomical structures of
parkinsonism, such as striatum, cerebellum and brainstem [16]. The generation
of more anatomical planes and the increase of number of feature images can fur-
ther increase the performance of SVM-based computer-aided diagnosis. A test
of including 5 feature images (m = 5) for computer-aided diagnosis can overall
improve 2.7% of specificity for PD and 0.5% of specificity for MSA. However,
the increased number of images may incur additional burden for neurologist to
resolve the critical information in the diagnosis. Further clinical test needs to
be made to find optimized number of pattern images considering both the fea-
sibility of visual inspection and accuracy of computer-aided diagnosis. Further-
more, the derived pattern images after tensor factorization has limited anatomi-
cal correspondence and the visual inspection may be different from conventional
anatomy-guided diagnosis. Special training of the physicians is necessary to make
it feasible in clinical practice. Nevertheless, the evolving applicability of PCA-
based pattern scores after a series of international clinical trials makes a good
example for clinical translation of the proposed concepts. Considering the high
challenge of early differential diagnosis of parkinsonism, the exploration of more
characteristic features for both visual and computer-aided diagnosis may change
the state of art of parkinsonism management.
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