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Abstract. The advances in Information Technology (IT) which allowed the
transformation of products into cyber-physical systems (CPS), brought new chal‐
lenges and opportunities for development in manufacturing. Connected product
networks (CPN) which bare more advanced features opposing to regular products,
require special resource management and more flexible processes during the
whole lifecycle of a product, from conceptualization to development and use.
Cloud computing and data analytics enhance the opportunities for reconfiguration
and optimization of machines and products, leading to reduced costs for the
factories. Situational awareness driven by ontologies, together with Big Data
analytics exhibit significant potential for competitive manufacturing that is able
to follow the fast-evolving market, nevertheless, with respect to the user and the
environment. The current paper suggests an approach for the exploitation of
manufacturing context, using sensors and data management techniques in indus‐
trial business cases, to achieve reuse of information, resulting to reduced manu‐
facturing waste.

Keywords: Cyber-physical systems · Connected products networks · Cloud
computing · Situational awareness · Big data analytics

1 Introduction

Manufacturing of products, nowadays, due to the advances in Information Technologies
(IT) that turn products into “smart” devices, and the evolution in device connectivity,
becomes increasingly complex. Connected product networks (CPN) and cyber-physical
systems (CPS) are bringing new challenges to manufacturing companies. A huge amount
of data is produced and new technologies for storage and processing is necessary to cope
with this changing condition. Together with this, the increasing diversity of product use
and product portfolios, the customer’s demand for more customized products and the
shorter time-to-market requirements, necessitates flexible manufacturing that can be
responsive to the respective context environment. Traditional models of manufacturing,
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however, do not exhibit such flexibility, since information flows from product design,
over production processes to the manufactured product, unidirectional, leading to
“blind” execution of tasks without allowing for adjustment or reconfigurability. Products
as well, do not give the opportunity for reconfiguration based on the desired use pattern,
failing, in a way, to follow the tendency of the market.

To face these challenges, there is a high need for exploring information from factories
and products. Data analyzed from products and machines, will allow for earlier error
detection and process optimization. At the same time, the analyzed data can be used
already in the design phase of the product lifecycle, leading to reduced manufacturing
costs and more robust products.

As shown in Fig. 1, sensor data from the factory and the products will be processed
together with situational data and analytics disclosing optimization and reconfiguration
opportunities, which will be fed back to the factory and/or product.

Fig. 1. Analysis and reconfiguration services for factories and products

Considering the benefits of flexible manufacturing and the importance for more
communication between the different stages of product lifecycle, as well as between the
factory and the end-user, the presented work suggests an approach for big data analytics,
considering situational information for accomplishing of real-time cloud-based optimi‐
zation and reconfiguration. The suggested approach which includes the concepts of
predictive analytics, situational awareness, dynamic and predictable reconfiguration/
optimization, cloud computing, and aspects of security, privacy and trust, as well as the
benefits from its application in industrial business cases, is described in the following.

2 Overview on State of the Art

Predictive Analytics: Data Management and Analytics, production and operational
data come from various data sources. Variety of data types in all forms, from all sources,
flow through factory [1, 2]. Big Data Frameworks enable organizations to store, manage
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and manipulate these vast amounts of disparate data. The Apache Hadoop system is the
Big Data standard framework that allows massive data storage in its native form (over
HDFS file system), to speed analysis and insight. Hadoop implements its own approach
to programming/distributed computing, called Map Reduce [3, 4]. There are many pure
Hadoop providers such as Hortonworks, MapR, Pivotal or TeraData. Other Hadoop
providers’ complete solutions that incorporate their own framework for stream data-
processing include AWS Elastic Map Reduce (EMR) with Amazon Kinesis, or Cloudera
with Impala. Predictive analytics use data mining analytics, as well as predictive model‐
ling, to anticipate what will likely happen in the future based, on insights gained through
descriptive and diagnostic analytics. The ability to predict what is likely to happen next,
is essential for improving the overall performance of manufacturing systems, especially
operations over products, like maintenance and utilization. Machine Learning is about
using patterns found in historical operational data and real-time data to signal what is
ahead. Lee et al. describe recent advances and trends in predictive manufacturing
systems in Big Data and cloud environment manufacturing [5, 6]. Apache Spark is a
new open source data analytics framework being adopted quickly [7, 8]. It is an alter‐
native to Map Reduce that is 100 times faster. It supports interoperability with the wider
Hadoop ecosystem and provides specific libraries for Machine Learning.

Dynamic and Predictable Reconfiguration and Optimization: The implementation
of timing predictable cloud-based reconfiguration services for optimizing manufac‐
turing production and products, requires consideration of several aspects, including
optimization approaches and real-time cloud-based computing facilities. Optimization
of any configuration is strongly related to a number of classic problems in multiprocessor
and distributed systems, as it can be partially modelled as a graph isomorphism [9], or
a generalized assignment problem [10]. Those are well known NP problems. Therefore,
exact solutions are impractical and difficult to apply on finding optimizations of the
complex manufacturing systems and products considered within the current approach.
Instead, we consider multi-criteria genetic algorithms to evolve configurations and to
move towards more optimized solutions. There are many reported successes in terms of
using genetic algorithms for optimization of many different forms of systems [11].

Significant research on resource reservation has been done, aiming to increase time-
predictability of workflow execution over cloud (and high performance) platforms [12].
Many approaches use a priori workflow profiling and use estimation of execution times
and communication volumes, to plan ahead the necessary resources when optimization
tasks need to be executed.

Situational Awareness is a concept propagated in the domains of Ambient Intelligence
and Ubiquitous Computing. It is the idea that computers can be both sensitive and reac‐
tive, based on their environment. As situational analysis integrates different knowledge
sources and binds knowledge to the user (either human or a system) to guarantee that
the understanding is consistent, situation modelling is extensively investigated within
Knowledge Management research. Existing research on situational analysis can be
classified in two categories: situation-based proactive delivery of knowledge, and
capture & utilization of situational knowledge [13].
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Current developments in situational-aware systems are mainly directed to the needs
of wireless networks and mobile computing [14]. For instance, the middleware solution
of Bellavista et al. [15] is ontology-based, concerned with the semantic representation
of situations, and personalized service search and retrieval techniques. The need to go
beyond situation representation to situation reasoning, classification and dependency is
also recognized by Gu et al. [16] and others [17]. Most common approaches to situational
modelling are the key-value models, such as the ontology-based models [18]. These
provide a rich vocabulary that can be utilized for the representation of situation models.
A comparison of different situational modelling techniques is reported by some
researchers [19].

Ontologies allow situational modelling at a semantic level, establishing a common
understanding of terms, and enabling situational sharing, logic inference, reasoning and
reuse in a distributed environment. Shareable ontologies are a fundamental precondition
for knowledge reuse, serving as means for integrating problem-solving domain-repre‐
sentation and knowledge-acquisition modules [20], and fit well with the shared situa‐
tional analysis challenges that will increasingly be encountered in smart factories [21].

Security, Privacy, and Trust: Today, the emerging of Connected Product Networks
(CPN) commands increased measures that ensure security in the ICT systems. Those
systems, due to their complexity, increasing connectivity, heterogeneity and dynamism,
fetch new features that are important to be protected against hostile activities. Traditional
security mechanisms, such as firewalls, host and network intrusion detection systems,
address-space layout randomization, virtual private networks and encryption of
messages, files and disk volumes, which are used for this reason, are inadequate to
address the needs that those systems demonstrate.

To provide security in the complex CPN systems, it is necessary to define a security
policy, namely the allowed and not allowed actions, and develop security mechanisms
and assurance activities that enforce the policy and ensure that this is accordingly
implemented and cannot be bypassed or broken. Towards this direction, the concept of
Policy Machine, work of Ferraiolo et al. [22], is perhaps the frontier in the state-of-the-
art. This access control concept, in contrast to the traditional mechanisms, is a flexible
approach to enforce a wide variety of policies over distributed systems. Although a
recent reference implementation has been made publicly available, it is not yet widely
used, proving the lack in applied solutions for security in CPN systems.

3 Proposed Concept

The work presented in this paper is a part of a wider research in which objective is to
provide a methodology and a comprehensive ICT solution for cloud-based situational
analysis for factories, providing real-time reconfiguration services, allowing for effec‐
tive extensions of products and existing factory operating systems, for enabling opti‐
mization and reconfiguration of products and factories.

The overall proposed reference architecture, which follows the service-oriented
architecture (SOA) principles, is illustrated in Fig. 2.
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Fig. 2. Technical concept

The components of the proposed system include:

• Situation Monitoring & Determination: Services to identify the current situation
under which a product/machine is being used or operates. To provide a more sophis‐
ticated solution, within the presented approach several mechanisms for checking
reliability of the monitored and extracted situation data (applying statistical and
reasoning approaches) will be developed. These services will observe activities
within the solution.

• Predictive Analytics Platform: A new real-time big data framework for manufac‐
turing, a novel architecture based on Kappa architecture approach is proposed instead
of the popular Lambda architecture. In the Kappa approach, the main idea is to have
an immutable set of records over a stream of processing jobs. It suggests re-calcu‐
lation of data from an immutable dataset, when the logical process changes,
decreasing substantially the processing load and latency. The focus is to avoid the
batch, in favor of near-real-time batch processing approach.

• Reconfiguration and Optimization Engine: The cloud-based optimization and
reconfiguration engine encompasses both reactive optimization (reacting to changes
in the system to provide a new configuration) and predictive optimization (planning
and predicting likely potential changes in the system functionality), based on past
performance and analysis of current configurations, to suggest a range of new config‐
urations before they are required.
By performing reconfiguration on the optimization engine in the cloud, continuous
optimization of a system can be performed, enabling, by far, better reconfiguration
control and accuracy, than if performed in either a pre-planned or online manner.

• Security, Privacy & Trust: A security, privacy and trust (SPT) framework will be
provided to ensure protection of both product and customer data, by implementing
a flexible policy-enforcing scheme, suitable for a wide range of factories-of-the-
future and product needs. The SPT framework consists of an infrastructure built upon
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state-of-the-art existing technologies and tools, extended and integrated seamlessly
within the framework of the presented approach. The SPT framework will also
provide standard security features, such as monitoring and audit logging.

It is foreseen to package the above described components in portable software-
containers – using the de-facto standard Docker – which is supported by most of the
established cloud providers. This will allow distributing different components –
complete with the necessary runtime infrastructure – to deploy and run them on different
cloud infrastructures, without having to reconfigure the component itself.

This approach enables the proposed solution to allow for different deployment modes
for the complete solution, leveraging existing cloud infrastructure technologies, such as
public clouds, private clouds and mixed clouds.

This will allow users to flexibly adjust deployment scenarios to their needs, espe‐
cially taking into account the requirements for ensuring the privacy and security of
potentially sensitive product and customer data, which can be stored and processed
entirely on private clouds.

4 Potential Application and Expected Results

In order to demonstrate the applicability of the proposed approach in the real industrial
environment, three different industrial business-case scenarios where developed. The
main characteristics of the scenarios follow in the Table 1.

Table 1. Use-case scenarios overview

Domain Case study Objectives/technical issues addressed
Control and production
systems

Improved Overall
Equipment Efficiency
(OEE)

Optimize production processes and
preventive maintenance activities through
reconfiguration, based on big-data
analysis in the cloud and thereby improve
Overall Equipment Efficiency

Machine tools and
control systems

Adaptive machining Combine process measuring (probing)
with high level scripting programming in
the CNC, in order to let the process
engineer predefine conditional rules for
managing and compensating deviation in
the electrode wear

Home appliances Personalization and
adaptive control of home
appliances

Improved personalization from cloud-
based data collection across their
connected products
Adaptive operation: Re-configuration of
home appliances based on environmental
variables and/or consumers’ behavior

Although, the scenarios focus on different industrial sectors, they all address manu‐
facturing and machine vendors’ views, therefore, one business-case scenario applied on
a specific industry, is explained in more detail in the following.
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In the respective use-case, the company currently provides state-of-the-art services
(e.g. continuous improvement, embedded diagnostics, remote diagnostics support and
preventive maintenance) with regard to weighing technology, and aims to extend their
business in geographically dislocated subsidiaries, suppliers and customer’s depart‐
ments in an innovative organizational form. The focus is to enable improved design/
delivery of the solutions, remote (online) equipment control and disturbance-free,
optimal, process operation, increasing the overall equipment efficiency (OEE) of
machines/production lines and creating possibilities for new business models (e.g. over‐
taking full responsibility for process execution).

The company provides diagnostics and maintenance services to the manufacturing
process of their customers, using remote access to the control system. The control
systems of the company, already include remote monitoring of the processes, so the data
from the real processes are used e.g. for diagnostics in dynamically changing production
conditions. The company intends, to equip their systems with a number of additional
sensors and different ICT solutions enabling remote monitoring of the status of processes
and components controlled, and of the system performance, to promptly react to any
disturbances, to optimize the maintenance activities, as well as to optimize the produc‐
tion process itself, thereby assuring maximum OEE. The challenging problem to online
reconfiguration of a production process, of a highly-customized installation, is to apply
services to support both customer staff and (mobile) maintenance staff, enabling effec‐
tive data mining and integration of data from embedded systems both in the company’s
control system and other parts of the manufacturing processes (different plants) at the
customer. Due to high diversity of customized control and weighing system, the
company needs to provide a wide spectrum of services, and these services have often to
be adapted to continuously changing customer requirements.

This business case scenario aims to increase OEE of machines/production lines. The
scenario will demonstrate the use of the proposed solution to optimize production
processes and preventive maintenance activities through reconfiguration based on big-
data analysis in the cloud. The aim is to demonstrate the applicability of the approach
in the process improvements during run time, and in the control system of the involved
company. The control system, which is a high-performance process visualization system
for SCADA, is at the same time a control system for the process and production control
level (MES). It is optimized for the control and administration of batch-oriented
processes, and is particularly suitable for tasks with regard to the weighing technology.

4.1 Validation

In order to ensure reliable validation of the proposed approach, metrics were defined to
enable a quantitative assessment of the results achieved. These quantitative metrics
include:

• Business metrics (specifically related to improvements in analytics and reconfigura‐
tion, business benefits for industrial end users, etc.),
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• Technical metrics (requirements upon the software tools and engineering environ‐
ment) where key measurement will be achievement of the planned Technology
Readiness Level (TRL),

• Metrics related to expected results (such as expectations on flexibility of the envi‐
ronment, completeness of the proposed ontology, effectiveness of knowledge/expe‐
rience provision etc.).

To provide appropriate procedures for the assessment of the proposed solution, an
incremental test and assessment strategy if foreseen: laboratory prototype (TRL4), early
prototype (TRL5) and full prototype (TRL6).

4.2 Expected Results

The suggested approach is expected to propagate the use of situational information from
the factory environment, and along with the exploitation of modern IT solutions in big
data analytics, to improve and accelerate manufacturing processes. Situational aware‐
ness will allow for more efficient monitoring of resources in material and energy, giving
an insight on opportunities where alternative solutions (e.g. different task sequence or
the use of different material for specific product lines), based on optimisation metrics,
could boost the production keeping the costs at a minimum level. Furthermore, it is
expected that the use of cloud infrastructure should impose possible limitations in
computational resources from the factory side, supporting parallel processing of vast
amount of data, in real time. As a result, complications that might delay the nominal
operation of the systems or products, would be revealed in less time, and solutions
tailored to the respective working conditions could be proposed, or directly applied when
necessary. This should further reduce the costs for maintenance and allow for process
adjustability to the changings needs of production. Reuse of manufacturing data from
products and machines, as well as from the user’s/operator’s environment, which is the
key characteristic of the suggested approach, should pave the way to a more sustainable
user and environmental-friendlier manufacturing, able to conform the challenges (or
particularities) of different application-environments.

5 Conclusions

In the fast technologically-evolving era of nowadays, “smart” devices in the form of
connected product networks and cyber-physical systems, stress the need for more flex‐
ibility in manufacturing of products and machines. The data that such advanced systems
produce and use, require more advanced solutions to be able to cope with the amount
of (big) data. The application of solutions following the presented approach could pave
the way for better information usage, resulting to an optimized production, a more envi‐
ronmental-friendly production, a higher customer satisfaction and cost reduction.
Analytics of data can be seen as an enabler for optimization processes that are enabling
earlier error detection, optimized maintenance activities, and supporting factories in
providing more individualized products and machines.
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This paper presented an approach for applying big data analytics combined with
situational awareness to provide real-time optimization and reconfiguration opportuni‐
ties, supporting decision making in all stages of product lifecycle. The applicability of
the approach to industry is being demonstrated in three case studies (see Table 1), which
cover both the machine and product manufacturing sector.

Although the presented solution is currently under development, the information
from the business analysis, concept definition and first laboratory prototypes, revealed
important benefits for several actors. Those include optimized machines and products,
improvement and cost reduction in the customer support and product maintenance,
support in decision making for factories, individualized products for the customers, and
more durable products and machines, for both manufacturers and end-users. Therefore,
it seems promising that this approach increases the flexibility in manufacturing, and
introduces a new concept for exploiting of advanced IT in manufacturing domain.
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