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Abstract. Nowadays every business organization operates in ecosys-
tems and cooperation is mandatory. If, on the one side, this increases
the opportunities for the involved organizations, on the other side, every
actor is a potential source of failures with impacts on the entire ecosys-
tem. For this reason, resilience is a feature that multi-party business
processes today must enforce. As resilience concerns the ability to cope
with unplanned situations, managing the critical issues is usually a run-
time task.

The aim of this work is to emphasize awareness on resilience in multi-
party business processes also at design-time, when a proper analysis of
involved data allows the process designer to identify (possible) failures,
their impact, and thus improving the process model. Using a data-centric
collaboration-oriented language for processes, i.e., OMG CMMN – Case
Management Model and Notation, as modeling notation, our approach
allows the designer to model a flexible business process that, at run-time,
results easier to manage in case of failures.

Keywords: Process resilience · Artifact-centric modeling · Levels of
resilience · CMMN - Case Management Model and Notation

1 Introduction

The adoption of service oriented architectures and workflow automation (a.k.a.
orchestration), while enabling and making easier the integration among hetero-
geneous systems, has also reduced the difficulties in digitizing the communi-
cations among different organizations. As a result, digital business ecosystems
have been proposed as a paradigm for enabling the cooperation among these
organizations [20]; they can be conceptualized in terms of multi-party business
processes: every actor performs some internal tasks (private view) and communi-
cates with the other actors if some information is needed to perform the internal
tasks or if some results need to be notified to make the others able to per-
form their own tasks (external view, also referred to as choreography). Although
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this communication is a great opportunity for organizations, the resulting inter-
dependencies are also difficult to manage, especially when some failures occur: a
party could stop working for internal reasons and all the parties which depend on
the information that the failing one is responsible for, might fail as well, creating
a domino-effect.

A proper design of resilient business processes becomes fundamental. Gener-
ally speaking, resilience concerns the ability for a system to cope with unplanned
situations in order to keep carrying out its mission [6]. In particular, making a
multi-party business process resilient means to help the organization to cope
with the complexity of the processes and to avoid, limit or mitigate possible
failures that might affect the technological infrastructure as well as the involved
organizational structure [4].

Usually, satisfying resilience requirements is considered as a mainly run-time
issue, as it is related to the ability to cope with unplanned situations. In the lit-
erature [22], several approaches have been proposed to keep business processes
running even when some unplanned exceptions occur, by enacting countermea-
sures. If we focus on what to do in case of failure, this approach seems to be the
only possibility. However, if we focus on what is affected when a failure occurs,
some improvements can be done also at design-time.

The aim of this work is to propose a design-time and data-centric approach for
improving the resilience of multi-party business processes. Data are considered as
“first class citizens” of our approach, as their unavailability might determine the
failure of the processes. Depending on the data characteristics and the impacts of
their possible unavailability, we propose a way to classify process models in terms
of resilience by defining a set of levels of resilience. To achieve this goal, instead
of focusing on the process activities (control flow), thus modeling the process
using an activity-centric notation like OMG BPMN – Business Process Model
and Notation, we adopt OMG CMMN – Case Management Model Notation [21]
as a basic notation, and we enhance it to better cope with the data life-cycle
definition in a process.

The rest of the paper is organized as follows: Sect. 2 introduces a motivat-
ing case study – to be used all along the paper – in which resilience aspects
are considered. Section 3 defines the concept of resilience in multi-party busi-
ness processes and proposes an approach to specify different levels of resilience.
Section 4 defines the modeling approach based on CMMN able to support the
definition of business processes according to the proposed levels of resilience.
Section 5 illustrates the relevant literature related to resilient processes, and
Sect. 6 presents a critical discussion about our approach, threat to validity and
possible extensions.

2 Motivating Example

Smart devices have been adopted by several organizations to increase the effec-
tiveness of business processes. For instance, in the logistics domain, smart devices
provide real-time monitoring of goods transportation in terms of their position
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or state (e.g., temperature, humidity). Although the advantages of the adoption
of smart devices are clear, there are also some side-effects in terms of system
reliability. In fact, smart devices are prone to failure due to their limitations in
terms of computational power and energy autonomy. Moreover, in some cases
they are operating in extreme conditions (e.g., meteorological stations on top of
mountains), thus they might stop working without any previous notice.

Implications of the use of sensors in processes are illustrated through the
example shown in Fig. 1, illustrating a real case study involving the ShopAnalyser
company and Shop Inc., one of its clients.

Fig. 1. Running example overview.

The ShopAnalyser company offers products and services to physical
shops/commercial centers willing to monitor and analyze the behavior of their
customers while they are walking inside their premises. To this aim, Shop-
Analyser sells innovative sensors able to capture the probe packets periodically
sent by cellphones and to localize and track the position of cellphones. In this
way, assuming that a cellphone belongs to exactly one customer, the sensor is
able to track the behavior of the customer inside the area and, correlating the
MAC addresses, it realizes when the same customer periodically visit the shop.
The analytics required to understand the customers’ behaviors are offered by
ShopAnalyzer as a service to all the shops which buy its sensors. More specifi-
cally, ShopAnalyzer produces one report every week to the shops, and they use
these reports as a basis for defining or improving their marketing strategies.

Shop Inc. decides to acquire sensors and the analytics service from ShopAna-
lyzer. The owner of Shop Inc., through its maintenance personnel, is responsible
for the installation and physical maintenance of the sensors: ShopAnalyser deliv-
ers the sensors to Shop Inc., which installs them in the shop and configures them
to send collected data to the data center of ShopAnalyser. Some status leds are
embedded in the sensors to make the owners of the shops aware about possible
malfunctioning: problems in the behavior of the sensors, when the probe packets
sent by the cellphones are not collected correctly (in this case the Shop informs
the ShopAnalyser, which will enact some repair action, such as sending substi-
tuting sensors), or to signal connection problems (i.e., the sensor are working,
however the data cannot be sent to ShopAnalyser). ShopAnalyser is responsible
for the data analysis, which produces a weekly report, and for the identification
of the sensors malfunctioning which cannot be detected directly by the shops,
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i.e., data captured by sensors and sent to the data center which are unrealistic
(e.g., one hundred cellphones identified in the same tiny shop at the same time).

Although some actions are in place to cope with the malfunctioning of sen-
sors, in the case study the focus is mainly on signaling possible failures: e.g., if a
sensor stops working then a replacement is provided; if the network connection
is interrupted, then the ISP – Internet Service Provider – is called to resume
the connection. Actually, these occurring failures could have a more significant
impact as they affect the data availability. In fact, during the down time, an
amount of sensor data is not collected so it is not represented in the data set
used for the analysis. As a consequence, the report used for marketing purposes
might become not realistic.

To model multi-party business processes, as the one of the case study,
activity-centric modeling languages such as BPMN are usually adopted. Even if
this type of languages results more intuitive for the process designers, this app-
roach has some limitations wrt specifying process resilience. As an example, the
order of activities during exception handling is loosely specified: when addressing
process resilience, the designer should specify recovery activities, and the order in
which they are performed is usually decided at run-time based on considerations
about the status of the process. Other approaches, as declarative modeling, rely
on an open-world assumption, thus leaving room for supporting situations that
cannot be planned at design-time [9]. In this work we adopt an artifact-based
language, i.e., CMMN – Case Management Model and Notation [21], which aims
to become the de-facto standard for artifact-based modeling. However, as dis-
cussed in the next section, also this language has some limitations when defining
the data aspects, thus next sections will also propose some possible extensions.

Figure 2 presents the CMMN model of the ShopAnalyser case study1. The
outer box “Shop Improvement” represents the case plan model, i.e., the complete
behavior of the process. Inside the case plan model, there are three stages: “Sen-
sor data acquisition”, “Data analysis”, and “Marketing analysis”. Stages can
be informally defined as a group of tasks (drawn as rounded boxes) organized
according to an implicit or explicit control flow. Stages could also be decorated
with entry and/or exit conditions represented, respectively, by an empty or filled
diamond that specifies Boolean expressions predicating on data managed by the
tasks in the stage or some events to occur. When these conditions become true,
the stage opens (in case of entry condition) or terminates (in case of exit condi-
tion). Entry and exit conditions can be applied to tasks, stages, and case plan
models. As an example, the “Reading values” task starts only when the sensors
have been installed. The “Data analysis” stage opens every week and termi-
nates when a new report is produced by the “Data mining” task. Finally, once
the conversion rate2 obtained by executing all the activities is considered suffi-

1 The following discussion of the CMMN diagram does not intend to be exhaustive.
For a complete description of the standard, the reader should refer to the official
specification document [21].

2 In marketing, the conversion rate measures the ratio between visitors and effectively
paying customers. Therefore it is a measure of the goal of Shop Inc.
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Fig. 2. CMMN diagram of the case study process

cient, then the business process concludes. Finally, case plan items (i.e., “Sensors
data”, “Report”, and “Shop data”) are included in the stages which use them.
It is worth noting that, according to the reported diagram, since the moment in
which the sensors have been installed, the sensor reading task keeps running till
the time in which the expected conversion rate has been achieved. At the same
time, the marketing analysis is not coordinated with the other activities as it is
performed by analysing the reports produced by the ShopAnalyser.

3 Multi-party Business Process Resilience

During the process enactment unplanned situations might occur. Depending on
the nature of the raised issues, the magnitude of their impact varies and one or
more activities may be involved. At the same time, different countermeasures
can be taken to mitigate these negative effects. As an example, as for many
reasons the sensors might not be able to communicate with ShopAnalyser, an
alternative source of information about the number of clients in the shops might
be considered, to be able to equally infer customers’ behaviors in the reports.
Alternative ways to collect such information may include the ability of counting
the number of persons entering the shop, which might be available from other
unrelated applications, such as video surveillance. In this way, ShopAnalyser will
not have gaps in the analysis, but only lower quality data. Other ways to improve
the final reports may include algorithms to fill in the gaps of sensor information,
based for instance on sales prediction algorithms applied when sensor data have
not been collected.

Similarly to what is usually done in emergency management [17,27], where
a preparedness phase aims to improve the systems by learning from the previ-
ous emergencies, we propose an approach which helps the process designers in
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improving their process models by considering the previous experiences in fail-
ures generated by data unavailability. In particular, we propose an approach to
categorize resilience characteristics, then to define resiliency levels, and to model
the resilience improvement aspects from a modeling perspective.

Fig. 3. Problem setting

3.1 Data Perspective on Resilience

As previously introduced, our approach analyzes the multi-party business process
resilience from a data perspective: data dependencies among the involved parties
and relationships between process activities and data are taken into account
to identify the sources of possible failures, and how the process can be better
modeled to make it resilient with respect to these failures.

To this aim, in order to set the boundaries of our problem, we define a multi-
party business process in terms of (see Fig. 3):

– Parties: actors involved in the process. Each of them participates in the busi-
ness process to achieve a personal goal. All the parties are interested in mak-
ing the process up and running without problems, as their personal goals
also depends on the resilience of the whole process. As an example, Shop
Inc. wants to make the marketing strategy more effective by increasing the
conversion rate. On the other side, ShopAnalyser wants to sell a good ser-
vice to its customers. Although the concept of role that is related to process
participants is included in the CMMN standard, no graphical notation able
to explicitly include parties is defined as of today. In this paper, we do not
address this issue of lack of graphical constructs for parties, thus we do not
propose any extension concerning the modeling of parties.

– Tasks: a task is a unit of work performed by a party, which consumes data
as input and produces data as output. The data produced by a task must be
required by at least another party. In multi-party business processes, we are
more interested in the dependencies among the parties, rather than to internal
executions of processes by each party, thus we are not including tasks which
are internal to a single party.
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– Data: units of storage used by the data producer to store/write data and by
the data consumer to read such data. Producers and consumers are parties
performing tasks. Data can also be used to verify the entry and exit condi-
tions, thus to realize when a stage or task starts or terminates.

Resilience of this type of processes depends on both the reliability of the tasks
and the lack of data availability. The reliability of the task concerns the possibility
that one or more tasks cannot be executed: i.e., the required infrastructure to
perform the job is not available, also including the human resources for which
the unavailability of data can block the execution of manual tasks. On the other
side, lack of data availability is a situation in which the data consumed by a task
are not available. This situation can occur for different reasons. Firstly, it may be
directly connected to the task reliability, as all the tasks by definition produce
data and these data are relevant for at least one of the participating parties,
and problems on tasks may have also the side effect to make data unavailable.
Moreover, there are situations in which tasks are properly working, but the
returned data, although available, do not have a sufficient quality level to enable
processing, thus they can be considered unavailable. Completeness, timeliness,
and accuracy are some of quality parameters through which we can define the
acceptable level of data quality for considering the data available [5]. For this
reason, the definition of the data could be coupled with the definition of quality
levels that are considered acceptable for a task that is using such data.

3.2 Levels of Resilience

Having bounded our space of analysis and identified the possible sources of
failure, we aim to classify multi-party business processes in terms of their degree
of resilience. We define levels of resilience on the basis of the ability of the multi-
party process to adjust the possible unexpected failures. As it will be discussed in
Sect. 5, other proposals in the literature have been put forward to define resilience
for processes, e.g., [28]. However, here we do not focus on the structure of the
process or its components and instances, but we aim to classify the way resilience
can be considered and obtained, in terms of preparedness to unexpected events
which might be caused or have impact on data availability. In particular, the
following four levels of designed resilience have been identified:

– Level 0 – None. At this level business processes are designed without tak-
ing into account the data unavailability that might cause failures during the
execution. As a consequence, also countermeasures to be adopted in case of
critical situations are not defined. The designed process only reflects the wish-
ful scenario where it is assumed that all the parties correctly execute their
tasks and all the data are transferred among them as expected. Although a
process design of this type can be useful to define the agreement between the
parties, no support is given to the resilience.

– Level 1 - Failure-awareness. A first step for improving the process design
is to make the process aware that there are possible sources of failure, so there
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will be the need to make it resilient. In this work, we consider failures caused
by data unavailability, which might impact on one or more tasks of the same
party that is producing such data, or tasks performed by other parties. For
this reason, failure-aware business processes are designed to have a clear map
of which are the relevant data subject to failures, as well as the impact of
these failures. The analysis of potential failures depends on several factors:
amount of data, how the data are collected, how the data are stored. As an
example, data stored on a local server have a probability of failure that is
lower than data stored on a smart device connected to a wireless network.
Similarly, if data created by one party and used by several parties becomes
unavailable, the impact of this failure will be greater than the one produced
by data created and consumed by the same party.

– Level 2 – Identifying alternatives for data and goals. For processes
classified in this level, the model of the process makes an initial attempt to
overcome possible failures, whose nature and impact have been defined with
the previous level. In more detail, there are two aspects to be taken into
account:
• Alternative Data: based on the information about the source of failures

and the potential impact of these failures, the designer can decide to
include in the process model the alternative data. In this way, starting
from the data having more probability of failures and greater impact,
the designer has to specify if there are alternative data sources and how
to reach them. A more precise model requires an analysis of the gap
between the quality of the data in the original data source with respect
to the quality of the data in the alternative data source. For instance, in
case the sensors installed in Shop Inc. stops working, the process model
indicates as an alternative source other services, e.g. installed door counter
and/or Google Popular Times or even historical data stored in a different,
but accessible, place. The issue of quality of data has been extensively
addressed in traditional information systems, e.g., [5], but the quality of
big data (which includes sensor-generated data) is still to be precisely
defined [10].

• Alternative Goal : as the process resilience implies to mitigate the effect of
a failure, a possible mitigation include revising the initial expectations of
the process to achieve a given goal. The designer defines, for each party,
a new goal that represents a status that can terminate the execution of
the process in an acceptable way. If the initial goal corresponds to the
optimal goal, the alternative goal could be considered as a best-effort
goal. As an example, ShopAnalyser realizing that the data coming from
the sensors contain errors, instead of releasing full reports with all details,
it can decide to release for a reduced-price an incomplete report.

It is worth noting that the business process models at this level do not pre-
scribe any specific actions to cope with the failures at run-time. For this
reason, a model at this level only supports who is in charge of executing the
process, to select, in case of failures, new data sources as well as to decide to
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consider satisfactory the result of the execution even if the initial goal is not
possible to be fulfilled, accepting a weaker goal.

– Level 3 – Defining alternative actions. At this level, processes have been
designed by considering also actions to be taken in case of failures. Design-
time mechanisms are conceived to be able to (semi)-automatically move the
process to an acceptable state when unexpected or unplanned failures occur.
Based on the information about the alternatives (both data and goal), the
designer can embed in the business process how these alternatives could be
effectively managed. New tasks can be added to the process to express the
activities to be performed in order to improve the quality of the data alterna-
tives to a quality level equivalent to the original service. Taking as example
the problems of missing data, the previous level suggests to include the door
counter and the Google Popular Times in the list of possible alternatives. At
this level, the process designer should specify if the alternative data should be
considered as they are produced, or if additional actions must be taken, e.g.,
to combine both services into a reliable assessment of the indoor occupancy
for Shop Inc.

With these levels of resilience, we aim at supporting the process designer in
understanding if the resilience is modeled, and if there is room to improve the
process model by specifying possible alternative solutions. As an example, once
the designer understands that the modeled processes are at level 0, the first step
should be to start considering the evolution of the data in the process.

4 Modeling Resilience

In this section we discuss, for each level previously introduced, which is the prac-
tical impact of using CMMN as modeling language. In this way, we are able to
highlight which are the current possibly missing constructs and their semantics.
Moreover, we propose an extension of CMMN able to improve the specification
of which data are used and in which way, in order to better analyze the possible
failures and the impacts. Concerning the extensions proposed hereafter, at this
stage, we do not intend to be complete and formal. Our attempt is to verify that
CMMN has the potentiality for being used to model resilient business processes.
A precise definition of the new constructs will be considered in future work.

Level 0 - None. CMMN standard is sufficient to express the basic scenario
where resilience is not considered at all. The model of the business process for
the ShopAnalyser case study, shown in Fig. 2, belongs to this level.

Level 1 - Failure Awareness. One of the main shortcomings of CMMN is
the poor semantics about data. In the current version, data are defined in terms
of CaseFileItems with no restrictions about the format and the nature of the
represented data. On the one side, this allows maximum flexibility in modeling
various scenarios. On the other side, no information about the link between tasks
and data is provided, unless data are attached to the entry and exit conditions
as predicates in the boolean expressions.
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Fig. 4. Level 1 (failure awareness) compliant process model.

To overcome this limitation, we propose to extend CMMN allowing the con-
nections between tasks and CaseFileItems also be annotated with the actions
performed on the data: e.g., create, read, update, delete. It is also possible to
link the data to the events that are defined in terms of these data (i.e., to predi-
cate on). The use of this extension in the case study is shown in Fig. 4. The new
elements in the model allow the designer to identify the data that might have
impact in case of their unavailability, e.g., the lack of sensors’ data will have
more impact than the lack of the shops’ data, as the former can cause a domino
effect affecting all the tasks in the process.
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Level 2 - Identifying Alternatives for Data and Goals. To cope with
alternative data, we propose to add a new icon with a shape identical to a
CaseFileItem, but with a dashed border strictly attached to the original data
source. Conversely, the definition of the alternative goals does not require any
extension to CMMN, as the usage of events that define the existence of a failure
can be combined with the expression defining the alternative goal.

In the example in Fig. 5, two alternative sources are defined: public data as
alternative for the sensor data and public market analysis to be used instead of
the report produced by the data analysis task.

Level 3 - Defining Alternative Actions. Figure 6 shows two possible process
models which exploit the CMMN extension proposed above to increase process
resilience. For this level, we do not need to add further constructs to CMMN. In
the first case, reported on top of the figure, the designer is assuming that in case
of failure in acquiring the sensor data, the data analysis task cannot be executed
until either “Data fixing” or “Data substitution” has terminated. In particular,
exploiting the existence of alternative data sources, the data substitution simply
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replaces the data source. This task can be considered concluded only if the
quality of the data now provided is considered sufficient for the data analysis. On
the other side, the data fixing implements data quality algorithms to improve the
data quality as required by the data analysis. It has to be noted that, according
to this model, the data analysis potentially might never start.

The process designer could also propose a different approach, shown in the
lower part of the figure, where the data fixing and data analysis are included in
the same stage. In this case, data analysis and data fixing work in parallel trying
to achieve a common goal, i.e., the report delivery.

5 Related Work

Research on resilient systems encompasses several disciplines, such as psychol-
ogy [29], ecology [11], sociology [3] and engineering [14]. In information systems,
resilience engineering has its roots in the study of safety-critical systems [14],
i.e., systems aimed to ensure that organizations operating in turbulent and inter-
connected settings achieve high levels of safety despite a multitude of emerging
risks, complex tasks, and constantly increasing pressures. A system is considered
as resilient if its capabilities can be adapted to new organizational requirements
and changes that have not been explicitly incorporated into the existing system’s
design [19]. In the BPM field, cf. [19,23], this means that respective business
processes are able to automatically adapt themselves to such changes. Over the
last years, change management in BPM has been mainly tackled through the
notions of process flexibility [22] and risk-aware BPM [25,26].

On the one hand, research on process flexibility has focused on four major
flexibility needs, namely (i) variability [12,13], (ii) looseness [2,16], (iii) adap-
tation [18,24], and (iv) evolution [7,8]. The ability to deal with changes makes
process flexibility approaches a required but not sufficient mean for the building
of resilient BPM systems. In fact, there exists a (seemingly insignificant but) rel-
evant gap between the concepts of flexibility and resilience: (i) process flexibility
is aimed at producing “reactive” approaches that reduce failures from the outset
or deal with them at run-time if any “known” disturbance arises; (ii) process
resilience requires “proactive” techniques accepting and managing change “on-
the-fly” rather than anticipating it, in order to allow a system to address new
emerging and unforeseeable changes with the potential to cascade. On the other
hand, while relatively close to the concept of risk-aware BPM, which evaluates
operational risks on the basis of historical threat probabilities (with a focus on
the “cause” of disturbances and events), resilient BPM shifts attention on the
“realized risks” and its consequences, to improve risk prevention and mitigation,
and therefore aim at complementing conventional risk-aware approaches.

Surprisingly, the fact is that there exists only a limited number of research
works investigating resilience of BPM systems [4,30,31], and they are all at con-
ceptual level. For example, the work of Antunes and Mourao [4] derives a set of
fundamental requirements aimed at supporting resilient BPM. The approach of
Zahoransky et al. [31] investigates the use of process mining [1] to create prob-
ability distributions on time behavior of business processes. Such distributions
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can be used as indicators to monitor the level of resilience at run-time and indi-
cate possible countermeasures if the level drops. Finally, the work [30] provides
a support framework and a set of measures based on the analysis of previous
process executions to realize and evaluate resilience in the BPM context.

If compared with the aforementioned works, our research aims at providing
concrete indicators to measure the resilience of a multi-party business process
by focusing on the data exchanged between the activities composing the process,
an aspect neglected in the existing approaches to process resilience. We believe
that such indicators can provide a reliable mean for evaluating in advance the
impacts of potential disturbances and improving decision making at run-time.

6 Discussion

The levels of resilience presented in this paper, and the practical guidelines on
how to achieve them during the design of processes, namely by precisely modeling
in CMMN, are a concrete methodological tool to support process designers to be
aware of how resilient are the processes they are working on. At design-time, it is
important to be aware of failures, and to identify data and goal alternatives, in
order to be able to design alternative actions. On the one side, flexible approaches
cope with exceptional situations during run-time, but only a deep awareness
during design-time can make really the process resilient-by-design.

Clearly our work should be extended and validated in many aspects. However
we consider it as an important starting point in deeply investigating how to make
better resilient processes. On the one side, a precise formalization of the modeling
constructs to be used in order to achieve each level, and patterns to be used,
is crucial in order to make the overall approach effective. On the other side, a
validation is needed, in which to compare, by adopting empirical approaches [15],
processes at different levels and the real resilience they achieve during enactment.
Measuring resilience of multi-party business processes is not an easy task, and
no measurable indicators exist nowadays in this context. Our aim is to be able
to correlate our levels with a qualitative notion of “a process is more resilient of
another one”, and this is only possible through a large collection of case studies
(models and execution traces) on top of which to perform quantitative correlation
analysis. To this aim, the levels of resilience introduced in this paper go in the
direction of providing a reference framework which represents an important input
to the research and practitioners’ community. In fact, adopting and extending a
well known standard, i.e., CMMN, gives the opportunity to develop approaches
able to provide this quantitative analyses.

7 Concluding Remarks

In this paper we have discussed the concept of multi-party resilient processes,
and we have presented a possible way of classifying them on the basis of four
levels, based on how data and goals are taken into account when considering
possible ways to cope with changes. The originality of the proposed approach is



Multi-party Business Process Resilience By-Design 123

in considering resilience at design-time, during process modeling, and not mainly
as a run-time issues, when exceptions and anomalous events should be faced
during enactment. We have shown a practical way to achieve the levels during
modeling, by using and extending the newly introduced standard CMMN for
artefact-centric processes. After discussing relevant work, we have provided a
discussion about the limitations and possible extensions of our work, which is a
promising initial step towards defining effective resilient processes.
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