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Abstract. Architectural reconstruction based on photographs is important for
digitally archiving historic buildings. In addition, freely exploring a reconstructed
Virtual Environment (VE) enhances users’ understanding of and interest in the
background cultural information. However, reconstructed models often have
errors as well as terribly distorted views when viewed from a point distant from
where the pictures were taken. Because of this problem, it is difficult to allow
users to freely explore in a VE while keeping photorealistic views.

In this study, we propose a new method that enables both free exploration and
high rendering quality by implicitly guiding users to the well-rendered view‐
points. First, we evaluate the rendering quality of the reconstructed model with
view-dependent texture mapping. Second, by combining the evaluation results,
we create a type of potential field that defines which direction to guide the users.
Experimental results suggest that our proposed method can decrease the distortion
in the views during VE exploration, and can possibly allow free exploration
in VEs.

Keywords: User guidance · Image-based rendering · 3D reconstruction · Virtual
environment · Digital museum

1 Introduction

Image-based rendering and modeling makes it possible to digitally archive and explore
historic places and architectures. Exploring virtual environments (VEs) with free inter‐
action is expected to not only enable users to intuitively understand the size and atmos‐
phere, but also to promote their interest in the historical and cultural background
information [1, 2]. Actually, interactive museum exhibits that use image-based rendering
and modeling can effectively convey information [2].

A three-dimensional (3D) reconstruction method makes it possible to explore a
virtual environment freely without being constrained by the camera positions [3]. Three-
dimensional reconstruction estimates the 3D structure of a target object selected from
images and generates a 3D model of it. Structure from Motion (SfM) is an essential 3D
reconstruction technique. In the SfM workflow, the feature points in the images are
detected, and then the positions in 3D space of these points and the cameras are estimated
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geometrically. Generally, further reconstruction, e.g., dense-point reconstruction and
surface reconstruction, will be made based on the results of SfM.

Many studies have investigated methods for reconstructing 3D models from images
and applying 3D reconstruction to Virtual Reality (VR) [3, 4]. However, 3D recon‐
struction often makes errors, depending on the conditions in which the pictures were
taken and the materials or shapes of the target objects. For example, a glass or wall with
a plain texture is very difficult to reconstruct from only images because their feature
points cannot be detected. Then, these errors cause a view distortion when exploring the
VE and decrease the sense of immersion. Moreover, the decrease in the sense of immer‐
sion decreases the users’ interest and their understanding of the target.

Incidentally, many studies have been conducted on user guidance in VE, and several
studies have proposed methods with which users are guided unconsciously [5]. These
techniques enable users to keep the feeling of free exploration while leading them to
pre-defined viewpoints in the VE. We think that, with these guidance methods, we can
help users avoid locations with distorted views and guide them to photorealistic views
as they explore.

Therefore, in this paper, we propose a new guidance method that leads users implic‐
itly and keeps their views photorealistic while allowing free exploration. In this method,
we evaluate the rendering quality at each viewpoint in the VE, and generate a type of
potential field, which we refer to as a guidance field, whose value is the result of the
evaluation. Then, users are guided according to the guidance field. In addition, we
conducted preliminary experiments to examine the effectiveness of the guidance field
in decreasing the view distortion.

2 Related Work

In this section, we first describe studies on 3D viewers for VR using 3D reconstruction
technology. Second, we describe related studies on user-guidance methods in VE.

2.1 3D Viewers for VEs Reconstructed from Multiple Images

“Photosynth” [6] by Microsoft and “Photo tourism” [3] by Snavely et al. are famous 3D
viewer applications that enable the interactive exploration of VEs reconstructed using
images.

Photosynth is a web service that enables users to easily construct panoramic views
from several photos on a web browser. It has two viewer modes. In one mode, users can
look around panoramically from a single point; in the other mode, users can move around
a single target object and look at it from 360°. However, users can only move to the left
or right, and the exploratory degrees of freedom (DOF) are very small.

Snavely et al. proposed a 3D viewer named “Photo tourism,” which enables the
interactive exploration of VEs reconstructed using numerous images on the web. They
employed several interfaces to view the VEs. Basically, users smoothly transition
between photos and only view them from the positions from which they were taken.
Although the authors also implemented the viewer mode using the standard 6-DOF, the
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views could not be kept photorealistic and the quality of the views could be low if the
users’ viewpoints were away from the photos [7].

These days, other 3D reconstruction methods using prior knowledge, or methods
using images and a 3D sensor in combination, have been proposed. However, the views
are still distorted, depending on the users’ viewpoint and view direction, even when
using the latest 3D reconstruction methods or 3D sensors [8, 9].

2.2 Guidance Methods for Exploration in VEs

Galyean proposed a guidance method called “the river analogy,” which contains the
users’ exploration around an “anchor” moving along a predefined path in the VE [10].
In this method, the users are tied to the anchor by a virtual spring; if the user goes too
far from the anchor, he is pulled back near it. This method makes it possible to keep
users near the predefined path and prevent them from leaving the desired positions.
However, with Galyean’s original method, since the anchor moves from moment to
moment, there is a high possibility that the users will be forced to move and their free
exploration may be hindered.

Tanaka et al. proposed another guidance method that slightly alters the user inputs
and implicitly leads them to the predefined positions [5]. A type of potential field is
generated depending on the distance and direction from the target position, and it defines
the alterations against the users’ input. If the alteration is very small, the users may not
feel a sense of incompatibility or sometimes do not even notice the guidance; thus, this
guidance method can keep the feeling of free exploration. We extended this method and
propose a new method that generates a potential field and slightly changes the users’
viewpoints to less distorted view positions.

3 Design of Proposed Method

3.1 Overview

In this section, we explain the algorithm for our proposed guidance method, based on
evaluating the rendering quality, and the manner of generating the guidance field, which
defines where to guide the users. Figure 1 shows our method’s workflow. Generating
the guidance field mainly consists of three processes:

1. 3D reconstruction of VE,
2. Evaluation of rendering quality, and
3. Generation of a guidance field, based on the evaluation results.
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Fig. 1. Our method’s workflow.

3.2 3D Reconstruction of VE

Our 3D reconstruction workflow and processes are similar to previous studies [4]. The
workflow is as follows:

(1) Feature points are detected in the images and the feature correspondences are
acquired.

(2) The cameras’ poses and positions are estimated from the feature-correspondence
results. Simultaneously, the feature points’ positions in 3D space are estimated;
these are called sparse space points.

(3) Based on the camera parameters, dense space points are reconstructed using a multi-
view stereo method.

(4) Finally, the surface of the target objects is reconstructed and a 3D model is gener‐
ated.

We used the Agisoft [11] for processes (1) to (3) and a Poisson Surface Reconstruc‐
tion [12] implemented on MeshLab [13] for process (4).

3.3 Evaluation of Rendering Quality

To realize photorealistic views, we evaluate the rendering quality. In this paper, we use
rendering quality and view distortion to mean opposite things. Before we define our
evaluation of the rendering quality, we explain the texture-mapping method used in our
3D viewer. We employ view-dependent texture-mapping [14].

View-dependent texture-mapping is a texture-mapping method which selects a
texture image projected onto the model, depending on the current viewpoint and view
angle. Specifically, an image that is taken from an angle or position close to the current
view angle or position is selected as the texture. Therefore, the texture mapped onto the
VE changes dynamically as users walk or look around in the VE. The camera positions
used to calculate the distance from the current viewpoint were already recovered in the
3D reconstruction process.

We employ view-dependent texture-mapping because the method is compatible with
the models generated by 3D reconstruction. It is almost impossible to reconstruct object
structures in detail; therefore, reconstructed 3D models sometimes have rough meshes
and errors. View-dependent texture-mapping can visually remove the roughness and the
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errors. In other words, by switching textures based on the view positions and angles, the
views look natural even if the 3D model contains errors. Specifically, if the texture is
projected onto the mesh from almost the same angle as the current view angle, the
generated view will be very natural, regardless of the roughness of the 3D model. Thus,
view-dependent texture-mapping is very effective for reconstructed models.

Let us now return to the evaluation of rendering quality. The rendering quality of
the mesh whose texture was selected by the view-dependent texture-mapping depends
on the following three elements: the current viewpoint, the target mesh position, and the
point where the texture image was taken. Thus, the evaluation of rendering quality,
which is defined for each mesh, can be defined using the geometric information. Buehler
et al. [15] proposed using the angular error, expressed as follows (Fig. 2(a)):

𝜑ULG

k
= cos−1 (

v̂c ⋅ v̂v

)
, (1)

where v̂v denotes the direction vectors between the current view points and the k-th mesh
centers, and v̂c denotes the direction vectors between the camera centers and the k-th
mesh centers. When the texture is projected obliquely against the mesh face, the texture
image will be stretched and the value calculated by Eq. 1 will sometimes not correspond
to the visually observed rendering quality. Thus, we propose a new evaluation, which
is a simple change from Eq. 1. We consider the normal vector of the mesh, i.e.
(Fig. 2(b)):

𝜑
proposed

k
= cos−1 (

v̂c ⋅ v̂v

)
cos−1 (−n ⋅ v̂c

)
, (2)

where n denotes the normal unit vector of the k-th mesh. If the texture is obliquely
projected onto the mesh, the angle between -n and v̂c increases, as does the value of
𝜑

proposed

k
. Moreover, the value of 𝜑proposed

k
 decreases if the rendering quality is high.

Fig. 2. Evaluation of rendering quality. pvpin
k  and pc are respectively the positions of the user and

the camera with which the texture image was taken, and pk is the position of the k-th mesh. (a)
The evaluation used in a previous study [15] employs θv, the angle between the vectors v̂c and
v̂v, which are direction vectors from pv and pc to pk, respectively. (b) Our proposed method
considers the normal unit vector n of the mesh and uses the angle θm between v̂c and n.
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In this paper, because we generate the texture from a single omnidirectional image, only
the meshes visible from the camera position are rendered with the texture.

Thus, the rendering quality can’t be defined for the meshes invisible from the
cameras, and we defined their rendering quality as the constant value Cinvisible. Figure 3
shows the result of our proposed evaluation.

Fig. 3. Result of evaluating the rendering quality. (a) View image. The area circled in red is
natural and the area circled in blue is distorted. (b) The result of applying Buehler et al.’s method
[15] to the view. The rendering quality of the two circled areas is almost the same. (c) Result of
our proposed method. The values correlate well with the visual distortion. (Color figure online)

3.4 Guidance Field Based on the Rendering-Quality Evaluation

We next describe how to generate a guidance field based on the rendering-quality eval‐
uation and how to lead users according to the guidance field. We defined the view
distortion at each viewpoint as the average evaluated rendering quality in the view there.
Then, we used it as the value of the viewpoint guidance field. Consequently, the guidance
field is defined as follows:

𝛷 =
1
m

∑
p∈D

𝜑
p

k
, (3)

where p denotes a pixel in the view screen, and D and m denote a set of pixels in the
view screen and the total number of pixels, respectively. 𝜑p

k
 is the value of the rendering

quality of the k-th mesh, which is projected onto pixel p. That is, the value of the guidance
field is the sum of the rendering quality on the screen at that viewpoint. Finally, the
user’s locomotion and rotation are altered by the following equations, respectively:

vguide = −∇𝛷, (4)

voutput = vinput + g(𝛷)Gvguide, (5)

where vguide denotes the vector indicating which direction to guide the user, vinput denotes
the user’s input vector, and voutput denotes the vector indicating the total changes of the
user’s position and rotation. The function g(𝛷) defines the strength of the guidance and
the matrix G defines the strength balance between locomotion and rotation. With guid‐
ance according to Eq. 4, the user will be guided to less distorted view points.
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4 Experiment

To evaluate our proposed guidance-field method, we conducted preliminary experi‐
ments by applying our method to real data. First, we describe the VE used in the experi‐
ment. Second, we describe the experimental procedures and results.

4.1 VE Used in the Experiment

3D Reconstruction and Model. We reconstructed “Kikusuiyu,” one of the most
famous Japanese public bathhouses. The bathhouse was closed in September 2015. We
photographed the bathhouse with an omnidirectional camera, the Ladybug3, with a
resolution of 4096 × 2048 pixels (Fig. 4(a)). We took pictures along the five straight
paths (Fig. 4(b)). For 3D reconstruction, we used 44 omnidirectional images, which are
each about 30 cm away from the next picture.

Fig. 4. Guidance field. (left) Overview of the guidance field 𝛷(x, y, 𝜃). The white dots indicate
the positions where the texture images were taken. (right) Cross sections of the field at four typical
directions.

We applied 3D reconstruction, mentioned in Sect. 3.1, to these images, and simplified
the 3D model by applying a Quadric Edge Collapse Decimation, implemented in
MeshLab. The resulting 3D model contains 30,022 vertices and 59,987 faces (Fig. 4(c)).

Guidance Field. We generated the guidance field for the VE according to Eq. 3. In this
experiment, the user can only move horizontally, and only rotate around the vertical
axis. Therefore, the guidance field is expressed as 𝛷(x, y, 𝜃).

To generate the guidance field, we calculated the rendering quality for 1600 points
(40 × 40 grid with an interval of almost 15 cm), and 36 directions with a 10-degree
interval at each point. Cinvisible was 0.25. The aspect ratio and field of view are 4 × 3, and
70°, respectively, which is the same as that used in our 3D viewer. We excluded 64
points where the user can see beyond the 3D model and outside of the VE. Since the
rendering quality differs even at the same position and angle, depending on the texture
image projected onto the meshes, we generated guidance fields for each of the 44 texture
images. Then, we integrated these guidance fields by employing the smallest distortion
value at each position and angle. The final generated guidance field is shown in Fig. 5.
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Fig. 5. Input data and result of the 3D reconstruction. (Color figure online)

In Fig. 5, the view distortion is small in the blue areas; conversely, the rendering
quality is low in the red areas. The white points denote the positions where the texture
images were taken. It can be seen in the figure that, near these points, the guidance field
value is small; i.e., the rendering quality is high.

Texture Mapping. We employed view-dependent texture-mapping, but used a
different method to select the texture image for the with- and without-guidance condi‐
tions. For the with-guidance condition, the texture with the smallest rendering quality
at the viewpoint was selected. For the without-guidance condition, the texture nearest
the current viewpoint was selected.

4.2 Detailed Procedure

We prepared two typical scenes that assume exploration in the VE, which we call Scene
1 and Scene 2, and compared the views in each scene with and without our proposed
guidance method.

In Scene 1, the virtual user moves straight without rotating. This assumes simple
locomotion. The start position is (x, y) = (3.7, 4.2) and the start direction is 225° from
the x-axis. The moving speed is constant at 0.83 m/s. In Scene 2, the virtual user rotates
without locomotion. This assumes that the user is simply looking around. The start
position is (x, y) = (2.9, 0.5) and the start direction is the positive y-axis direction, which
is 90° from the x-axis. The virtual user rotates clockwise at a constant speed of 40°/s.

Through the experiments, the aspect ratio is 4 × 3 and the field of view is 70°. The
function g(𝛷) and the matrix G in Eq. 5 are defined as follows: g(𝛷) = 𝛼|𝛷|, where
a = 4.8 × 103, and G = diag(1, 1, 25), respectively. The units are meters and degrees,
also respectively.
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4.3 Results and Discussion

Figures 6 and 7 show the viewpoint transitions and the transitions of the evaluated
distortion values for the views in Scene 1 and Scene 2, respectively.

Fig. 6. Views with and without guidance in Scene 1. The white dots in (a) depict the positions
where the texture images were taken.

Figure 6 shows that, in Scene 1, our proposed guidance method slightly altered the
virtual user’s moving path, and decreased the distortion in the views; the average eval‐
uated distortion value four seconds from the start was 0.015 without guidance and 0.012
with guidance. Figure 6(a) shows that the viewpoints are led near the positions where
the texture images were taken. Consequently, the evaluated distortion was kept lower
with the guidance than without it, from t = 1.5 to t = 2.5. However, the value was reversed
at t = 3. We think it is mainly because the proposed method only leads users to current
lower potential viewpoints according to Eq. 4, and does not consider time-series infor‐
mation or path planning. Figure 6(c) shows that the guidance altered not only the moving
path but also the view directions.

Figure 7 shows that, in Scene 2 as well, the guidance method slightly altered the
virtual user’s viewpoints and kept the evaluated distortion in the views. In Scene 2,
although the virtual user’s input was only rotation without locomotion, the virtual user
was led by the guidance near the positions where the textures were taken (Fig. 7(a)).
The average evaluated distortion value for four seconds from the start was 0.021 without
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guidance and 0.0078 with guidance. In Fig. 7(c), the view at t = 3 without guidance is
terribly distorted, but the view with guidance is not.

These results suggest that our proposed guidance method efficiently decreases the
distortion and keeps the rendering quality in the views. We also think that the alterations
of the users’ positions and directions each time are small enough to not hinder free
exploration.

5 Conclusion

Both free exploration and high visual quality are important for exploration in VEs. In
this paper, we proposed a new method that maintains high rendering quality while
allowing free exploration by slightly altering the users’ viewpoints and view direction
according to the guidance field generated by evaluating the rendering quality.

Experimental results showed that our proposed guidance method could maintain the
view quality and suggested that it could provide both free exploration and high view
quality.

In future work, we plan to examine whether the guidance-based alteration disturbs
the users’ exploration in real scenes. It is also important to investigate what types of
alteration the users notice easily. We think that the users will more easily notice the
direction change while moving straight, as in Scene 1, than the viewpoint change while

Fig. 7. Views with and without guidance in Scene 2. The white dots in (a) depict the positions
where the texture images were taken.
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rotating, as in Scene 2, because the former alteration sometimes results in moving the
users away from their destination in VE. For real use, we must consider these things
when designing the guidance method.
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