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Chapter 9
Large-Scale Assessments of Adult Literacy

Irwin Kirsch, Mary Louise Lennon, Kentaro Yamamoto,  
and Matthias von Davier

Educational Testing Service’s (ETS’s) work in large-scale adult literacy assessments 
has been an ongoing and evolving effort, beginning in 1984 with the Young Adult 
Literacy Survey in the United States. This work has been designed to meet policy 
needs, both in the United States and internationally, based on the growing awareness of 
literacy as human capital. The impact of these assessments has grown as policy makers 
and other stakeholders have increasingly come to understand the critical role that foun-
dational skills play in allowing individuals to maintain and enhance their ability to meet 
changing work conditions and societal demands. For example, findings from these sur-
veys have provided a wealth of information about how the distribution of skills is 
related to social and economic outcomes. Of equal importance, the surveys and associ-
ated research activities have contributed to large-scale assessment methodology, the 
development of innovative item types and delivery systems, and methods for reporting 
survey data in ways that ensure its utility to a range of stakeholders and audiences.

The chronology of ETS’s large-scale literacy assessments, as shown in Fig. 9.1, 
spans more than 30 years. ETS served as the lead contractor in the development of 
these innovative assessments, while the prime clients and users of the assessment 
outcomes were representatives of either governmental organizations such as the 
National Center for Education Statistics (NCES) and Statistics Canada, or trans-
governmental entities such as the Organisation for Economic Co-operation and 
Development (OECD). These instruments have evolved from a single-language, 
paper-based assessment focusing on a U.S. population of 16- to 25-year-olds to an 
adaptive, computer-based assessment administered in almost 40 countries and close 
to 50 languages to adults through the age of 65. By design, the assessments have 
been linked at the item level, with sets of questions from previous assessments 
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included in each new survey. This link has made it possible to look at changes in 
skill levels, as well as the distribution of those skills, over time. Each of the assess-
ments has also expanded upon previous surveys. As Fig. 9.1 illustrates, the assess-
ments have changed over the years in terms of who is assessed, what skills are 
assessed, and how those skills are assessed. The surveys have evolved to include 
larger and more diverse populations as well as new and expanded constructs. They 
have also evolved from a paper-and-pencil, open-ended response mode to an adap-
tive, computer-based assessment.

In many ways, as the latest survey in this 30-year history, the Programme for the 
International Assessment of Adult Competencies (PIAAC) represents the culmina-
tion of all that has been learned over several decades in terms of instrument design, 
translation and adaptation procedures, scoring, and the development of interpretive 
schemes. As the first computer-based assessment to be used in a large-scale house-
hold skills survey, the experience derived from developing and delivering PIAAC—
including research focused on innovative item types, harvesting log files, and 
delivering an adaptive assessment—helped lay the foundation for new computer 
based large-scale assessments yet to come.

Fig. 9.1  ETS’s large-scale literacy assessments. Note. ALL  = Adult Literacy and Life Skills 
Survey (Statistics Canada, Organisation for Economic Co-operation and Development [OECD]), 
DOL = Department of Labor Survey, JPTA = Job Training Partnership Act, IALS = International 
Adult Literacy Survey (Statistics Canada, OECD), PIAAC  = Programme for the International 
Assessment of Adult Competencies (OECD), YALS = Young Adult Literacy Survey (through the 
National Assessment of Educational Progress)
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This paper describes the contributions of ETS to the evolution of large-scale 
adult literacy assessments in six key areas:

•	 Expanding the construct of literacy
•	 Developing a model for building construct-based assessments
•	 Expanding and implementing large-scale assessment methodology
•	 Linking real-life stimulus materials and innovative item types
•	 Developing extensive background questionnaires to link performance with expe-

rience and outcome variables
•	 Establishing innovative reporting procedures to better integrate research and sur-

vey data

9.1  �Expanding the Construct of Literacy

Early work in the field of adult literacy defined literacy based on the attainment of 
certain grade level scores on standardized academic tests of reading achievement. 
Standards for proficiency increased over the decades with “functional literacy” 
being defined as performance at a fourth-grade reading level during World War II, 
eighth-grade level in the 1960s, and a 12th grade level by the early 1970s. This 
grade-level focus using instruments that consisted of school-based materials was 
followed by a competency-based approach that employed tests based on nonschool 
materials from adult contexts. Despite this improvement, these tests still viewed 
literacy along a single continuum, defining individuals as either literate or function-
ally illiterate based on where they performed along that continuum. The 1984 Young 
Adult Literacy Survey (YALS) was the first in a series of assessments that contrib-
uted to an increasingly broader understanding of what it means to be “literate” in 
complex modern societies. In YALS, the conceptualization of literacy was expanded 
to reflect the diversity of tasks that adults encounter at work, home, and school and 
in their communities. As has been the case for all of the large-scale literacy assess-
ments, panels of experts were convened to help set the framework for this assess-
ment. Their deliberations led to the adoption of the following definition of literacy: 
“using printed and written information to function in society, to achieve one’s goals, 
and to develop one’s knowledge and potential” (Kirsch and Jungeblut 1986, p. 3).

This definition both rejected an arbitrary standard for literacy, such as perform-
ing at a particular grade level on a test of reading, and implied that literacy com-
prises a set of complex information-processing skills that goes beyond decoding 
and comprehending text-based materials.

To better reflect this multi-faceted set of skills and abilities, performance in 
YALS was reported across three domains, defined as follows (Kirsch and Jungeblut 
1986, p. 4):

•	 Prose literacy: the knowledge and skills needed to understand and use informa-
tion from texts including editorials, news stories, poems, and the like

•	 Document literacy: the knowledge and skills required to locate and use informa-
tion contained in job applications or payroll forms, bus schedules, maps, indexes, 
and so forth
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•	 Quantitative literacy: the knowledge and skills required to apply arithmetic oper-
ations, either alone or sequentially, that are embedded in printed materials, such 
as in balancing a checkbook, figuring out a tip, completing an order form, or 
determining the amount of interest on a loan from an advertisement

Rather than attempt to categorize individuals, or groups of individuals, as literate 
or illiterate, YALS reported results for each of these three domains by characterizing 
the underlying information-processing skills required to complete tasks at various 
points along a 0–500-point reporting scale, with a mean of 305 and a standard devi-
ation of about 50. This proficiency-based approach to reporting was seen as a more 
faithful representation of both the complex nature of literacy demands in society 
and the various types and levels of literacy demonstrated by young adults.

Subsequent research at ETS led to the definition of five levels within the 500-
point scale. Analyses of the interaction between assessment materials and the tasks 
based on those materials defined points along the scale at which information-
processing demands shifted. The resulting levels more clearly delineated the pro-
gression of skills required to complete tasks at different points on the literacy scales 
and helped characterize the skills and strategies underlying the prose, document, 
and quantitative literacy constructs. These five levels have been used to report 
results for all subsequent literacy surveys, and the results from each of those assess-
ments have made it possible to further refine our understanding of the information-
processing demands at each level as well as the characteristics of individuals 
performing along each level of the scale.1

With the 2003 Adult Literacy and Life Skills Survey (ALL), the quantitative lit-
eracy domain was broadened to reflect the evolving perspective of experts in the 
field. The new numeracy domain was defined as the ability to interpret, apply, and 
communicate numerical information. While quantitative literacy focused on quanti-
tative information embedded in text and primarily required respondents to demon-
strate computational skills, numeracy included a broader range of skills typical of 
many everyday and work tasks including sorting, measuring, estimating, conjectur-
ing, and using models. This expanded domain allowed ALL to collect more infor-
mation about how adults apply mathematical knowledge and skills to real-life 
situations. In addition, the ALL assessment included a problem-solving component 
that focused on analytical reasoning. This component collected information about 
the ability of adults to solve problems by clarifying the nature of a problem and 
developing and applying appropriate solution strategies. The inclusion of problem 
solving was seen as a way to improve measurement at the upper levels of the scales 
and to reflect a skill set of growing interest for adult populations.

Most recently, the concept of literacy was expanded again with the Programme 
for the International Assessment of Adult Competencies (PIAAC). As the first 
computer-based, large-scale adult literacy assessment, PIAAC reflected the 
changing nature of information, its role in society, and its impact on people’s lives. 

1 See the appendix for a description of the information-processing demands associated with each of 
the five levels across the literacy domains.
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The scope of the prose, document, and numeracy domains was broadened in PIAAC 
and the assessment incorporated two new domains, as follows:

•	 For the first time, this adult assessment addressed literacy in digital environ-
ments. As a computer-based assessment, PIAAC included tasks that required 
respondents to use electronic texts including web pages, e-mails, and discussion 
boards. These stimulus materials included hypertext and multiple screens of 
information and simulated real-life literacy demands presented by digital media.

•	 In PIAAC, the definition of numeracy was broadened again to include the ability 
to access, use, interpret, and communicate mathematical information and ideas 
in order to engage in and manage the mathematical demands of a range of situa-
tions in adult life. The inclusion of engage in the definition signaled that not only 
cognitive skills but also dispositional elements (i.e., beliefs and attitudes) are 
necessary to meet the demands of numeracy effectively in everyday life.

•	 PIAAC included the new domain of problem-solving in technology-rich envi-
ronments (PS-TRE), the first attempt to assess this domain on a large scale and 
as a single dimension. PS-TRE was defined as:

using digital technology, communication tools and networks to acquire and evaluate infor-
mation, communicate with others and perform practical tasks. The first PIAAC problem-
solving survey focuses on the abilities to solve problems for personal, work and civic 
purposes by setting up appropriate goals and plans, and accessing and making use of infor-
mation through computers and computer networks. (OECD 2012, p. 47)

	 PS-TRE presented computer-based tasks designed to measure the ability to ana-
lyze various requirements of a task, define goals and plans, and monitor progress 
until the task purposes were achieved. Simulated web, e-mail and spreadsheet 
environments were created and respondents were required to use multiple, com-
plex sources of information, in some cases across more than one environment, to 
complete the presented tasks. The focus of these tasks was not on computer skills 
per se, but rather on the cognitive skills required to access and make use of 
computer-based information to solve problems.

•	 Finally, PIAAC contained a reading components domain, which included mea-
sures of vocabulary knowledge, sentence processing, and passage comprehen-
sion. Adding this domain was an important evolution because it provided more 
information about the skills of individuals with low levels of literacy proficiency 
than had been available from previous international assessments. To have a full 
picture of literacy in any society, it is necessary to have more information about 
these individuals because they are at the greatest risk of negative social, eco-
nomic, and labor market outcomes.

9  Large-Scale Assessments of Adult Literacy
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9.2  �Developing a Model for Building Construct-Based 
Assessments

A key characteristic of the large-scale literacy assessments is that each was based on 
a framework that, following Messick’s (1994) construct-centered approach, defined 
the construct to be measured, the performances or behaviors expected to reveal that 
construct, and the characteristics of assessment tasks to elicit those behaviors. In the 
course of developing these assessments, a model for the framework development 
process was created, tested, and refined. This six-part process, as shown in Fig. 9.2 
and described in more detail below, provides a logical sequence of steps from clearly 
defining a particular skill area to developing specifications for item construction and 
providing a foundation for an empirically based interpretation of the assessment 
results. Through this process, the inferences and assumptions about what is to be 
measured and how the results will be interpreted and reported are explicitly 
described.

	1.	 Develop a general definition of the domain. The first step in this model is to 
develop a working definition of the domain and the assumptions underlying it. It 
is this definition that sets the boundaries for what will and will not be measured 
in a given assessment.

	2.	 Organize the domain. Once the definition is developed, it is important to think 
about the kinds of tasks that represent the skills and abilities included in that 

Fig. 9.2  Model for construct-based assessment
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definition. Those tasks must then be categorized in relation to the construct defi-
nition to inform test design and result in meaningful score reporting. This step 
makes it possible to move beyond a laundry list of tasks or skills to a coherent 
representation of the domain that will permit policy makers and others to sum-
marize and report information in more useful ways.

	3.	 Identify task characteristics. Step 3 involves identifying a set of key characteris-
tics, or task models, which will be used in constructing tasks for the assessment. 
These models may define characteristics of the stimulus materials to be used as 
well as characteristics of the tasks presented to examinees. Examples of key task 
characteristics that have been employed throughout the adult literacy assess-
ments include contexts, material types, and information-processing demands.

	4.	 Identify and operationalize variables. In order to use the task characteristics in 
designing the assessment and, later, in interpreting the results, the variables asso-
ciated with each task characteristic need to be defined. These definitions are 
based on the existing literature and on experience with building and conducting 
other large-scale assessments. Defining the variables allows item developers to 
categorize the materials with which they are working, as well as the questions 
and directives they construct, so that these categories can be used in the reporting 
of the results. In the literacy assessments, for example, context has been defined 
to include home and family, health and safety, community and citizenship, con-
sumer economics, work, leisure, and recreation; materials have been divided 
into continuous and noncontinuous texts with each of those categories being 
further specified; and processes have been identified in terms of type of match 
(focusing on the match between a question and text and including locating, inte-
grating and generating strategies), type of information requested (ranging from 
concrete to abstract), and plausibility of distractors.2

	5.	 Validate variables. In Step 5, research is conducted to validate the variables used 
to develop the assessment tasks. Statistical analyses determine which of the vari-
ables account for large percentages of the variance in the difficulty distribution 
of tasks and thereby contribute most towards understanding task difficulty and 
predicting performance. In the literacy assessments, this step provides empirical 
evidence that a set of underlying process variables represents the skills and strat-
egies involved in accomplishing various kinds of literacy tasks.

	6.	 Build an interpretative scheme. Finally in Step 6, an interpretative scheme is 
built that uses the validated variables to explain task difficulty and examinee 
performance. The definition of proficiency levels to explain performance along 
the literacy scales is an example of such an interpretative scheme. As previously 
explained, each scale in the literacy assessments has been divided into five pro-
gressive levels characterized by tasks of increasing complexity, as defined by the 
underlying information processing demands of the tasks. This scheme has been 
used to define what scores along a particular scale mean and to describe the 
survey results. Thus, it contributes to the construct validity of inferences based 

2 See Kirsch (2001) and Murray et al. (1997) for a more detailed description of the variables used 
in the IALS and subsequent assessments.
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on scores from the measure (Messick 1989). Data from the surveys’ background 
questionnaires have demonstrated consistent correlations between the literacy 
levels and social and economic outcomes, providing additional evidence for the 
validity of this particular scheme.

Advancing Messick’s approach to construct-based assessment through the appli-
cation of this framework development model has been one important contribution of 
the large-scale literacy surveys. This approach not only was used for each of these 
literacy assessments, but also has become an accepted practice in other assessment 
programs including the Organisation for Economic Co-operation and Development’s 
(OECD’s) Programme for International Student Achievement (PISA) and the United 
Nations Educational, Scientific, and Cultural Organization’s (UNESCO’s) Literacy 
Assessment and Monitoring Programme (LAMP).

Employing this model across the literacy assessments both informed the test 
development process and allowed ETS researchers to explore variables that 
explained differences in performance. Research based on data from the early adult 
literacy assessments led to an understanding of the relationship between the print 
materials that adults use in their everyday lives and the kinds of tasks they need to 
accomplish using such materials. Prior difficulty models for both assessments and 
learning materials tended to focus on the complexity of stimulus materials alone. 
ETS’s research focused on both the linguistic features and the structures of prose 
and document materials, as well as a range of variables related to task demands.

Analyses of the linguistic features of stimulus materials first identified the impor-
tant distinction between continuous and noncontinuous texts. Continuous texts (the 
prose materials used in the assessments) are composed of sentences that are typi-
cally organized into paragraphs. Noncontinuous texts (document materials) are 
more frequently organized in a matrix format, based on combinations of lists. Work 
by Mosenthal and Kirsch (1991) further identified a taxonomy of document struc-
tures that organized the vast range of matrix materials found in everyday life—tele-
vision schedules, checkbook registers, restaurant menus, tables of interest rates, and 
so forth—into six structures: simple, combined, intersecting, and nested lists; and 
charts and graphs. In prose materials, analyses of the literacy data identified the 
impact of features such as the presence or absence of graphic organizers including 
headings, bullets, and bold or italicized print.

On the task side of the difficulty equation, these analyses also identified strate-
gies required to match information in a question or directive with corresponding 
information in prose and document materials. These strategies—locate, cycle, inte-
grate, and generate—in combination with text features, helped explain what made 
some tasks more or less difficult than others (Kirsch 2001). For example, locate 
tasks were defined as those that required respondents to match one or more features 
of information stated in the question to either identical or synonymous information 
in the stimulus. A locate task could be fairly simple if there was an exact match 
between the requested information in the question or directive and the wording in 
the stimulus and if the stimulus was relatively short, making the match easy to find. 

I. Kirsch et al.



293

As an example, see Fig. 9.3. Here there is an exact match between “the smooth leaf 
surfaces and the stems” in the question and in the last sentence in the second para-
graph of the text.

Analyses showed that the difficulty of locate tasks increased when stimuli were 
longer and more complex, making the requested information more difficult to 
locate; or when there were distractors, or a number of plausible correct answers, 
within the text. Difficulty also increased when requested information did not exactly 
match the text in the stimulus, requiring respondents to locate synonymous informa-
tion. By studying and defining the interaction between the task demands for locate, 
cycle, integrate, and generate tasks and features of various stimuli, the underlying 
information-processing skills could be more clearly understood. This research 
allowed for improved assessment design, increased interpretability of results, and 

Fig. 9.3  Sample prose task
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development of derivative materials, including individual assessments3 and 
instructional materials.4

In 1994, the literacy assessments moved from a national to an international focus. 
The primary goal of the international literacy assessments—International Adult 
Literacy Survey (IALS), ALL, and PIAAC—was to collect comparable interna-
tional data that would provide a broader understanding of literacy across industrial-
ized nations.

One challenge in meeting the goal of ensuring comparability across different 
national versions of the assessment was managing the translation process. Based on 
the construct knowledge gained from earlier assessments, it was clear that transla-
tors had to understand critical features of both the stimulus materials and the ques-
tions. Training materials and procedures were developed to help translators and 
project managers from participating countries reach this understanding. For exam-
ple, the translation guidelines for the content shown in Fig.  9.3 specified the 
following:

•	 Translation must maintain literal match between the key phrase “the smooth leaf 
surfaces and the stems” in the question and in the last sentence in the second 
paragraph of the text.

•	 Translation must maintain a synonymous match between suggest in question and 
indicate in text.

Understanding task characteristics and the interaction between questions and 
stimulus materials allowed test developers to create precise translation guidelines to 
ensure that participating countries developed comparable versions of the assess-
ment instruments. The success of these large-scale international efforts was in large 
part possible because of the construct knowledge gained from ETS research based 
on the results of earlier national assessments.

9.3  �Expanding and Implementing Large-Scale Assessment 
Methodology

The primary purpose of the adult literacy large-scale assessments has been to 
describe the distribution of literacy skills in populations, as well as in subgroups 
within and across populations. The assessments have not targeted the production of 

3 These individual assessments include the Test of Applied Literacy Skills (TALS), a paper-and-
pencil assessment with multiple forms; the PDQ Profile™ Series, an adaptive computer-based 
assessment of literacy proficiency; and the Health Activities Literacy Test, an adaptive computer-
based assessment of literacy tasks focusing on health issues.
4 Using information from this research, ETS developed P.D.Q. Building Skills for Using Print in 
the early 1990s. This multi-media, group-based system includes more than 100 h of instruction 
focusing on prose, document, and quantitative literacy, as well as workbooks and instructional 
support materials.
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scores for individual test takers, but rather employed a set of specialized design 
principles and statistical tools that allow a reliable and valid description of skill 
distributions for policy makers and other stakeholders. To describe skills in a com-
parable manner in international contexts, the methodologies utilized needed to 
ensure that distributions were reported in terms of quantities that describe differ-
ences on scales across subgroups in meaningful ways for all participating entities.

The requirement to provide comparable estimates of skill distributions has been 
met by using the following methodological tools:

•	 Models that allow the derivation of comparable measures across populations and 
comparisons across literacy assessments

•	 Survey methodologies that provide representative samples of respondents
•	 Procedures to ensure scoring accuracy and to handle missing data
•	 Forward-looking designs that take advantage of context information in computer-

based assessments

Taken together, these methodological tools facilitate the measurement goal of 
providing reliable, valid, and comparable estimates of skill distributions based on 
large-scale literacy assessments.

9.3.1  �Models Allowing the Derivation of Comparable 
Measures and Comparisons Across Literacy Assessments

The goal of the literacy assessments discussed here has been to provide a descrip-
tion of skills across a broad range of ability, particularly given that the assessments 
target adults who have very different educational backgrounds and a wider range of 
life experiences than school-based populations. Thus the assessments have needed 
to include tasks that range from very easy to very challenging. To enable compari-
sons across a broad range of skill levels and tasks, the designs for all of the adult 
literacy assessments have used “incomplete block designs”. In such designs, each 
sampled individual takes a subset of the complete assessment. The method of choice 
for the derivation of comparable measures in incomplete block designs is based on 
measurement models that were developed for providing such measures in the analy-
ses of test data (Lord 1980; Rasch 1960). These measurement models are now typi-
cally referred to as item response theory (IRT) models (Lord and Novick 1968).

IRT models are generally considered superior to simpler approaches based on 
sum scores, particularly in the way omitted responses and incomplete designs can 
be handled. Because IRT uses the full information contained in the set of responses, 
these models are particularly useful for assessment designs that utilize a variety of 
item types arranged in blocks that cannot be set up to be parallel forms of a test. 
Incomplete block designs do not allow the comparison of sum scores of aggregated 
responses because different blocks of items may vary in difficulty and even in the 
number of items. IRT models establish a comparable scale on which items from 
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different blocks, and from respondents taking different sets of items, can be located, 
even in sparse incomplete designs. These models are powerful tools to evaluate 
whether the information provided for each individual item is comparable across 
populations of interest (see, for example, Yamamoto and Mazzeo 1992). In particu-
lar, the linking procedures typically used in IRT have been adapted, refined, and 
generalized for use in international assessments of adult literacy. More specifically, 
recent developments in IRT linking methods allow a more flexible approach to the 
alignment of scales that takes into account local deviations (Glas and Verhelst 1995; 
Yamamoto 1998; von Davier and von Davier 2007; Oliveri and von Davier 2011; 
Mazzeo and von Davier 2014; Glas and Jehangir 2014). The approach applied in 
IALS, ALL and PIAAC enables international assessments to be linked across a 
large number of common items while allowing for a small subset of items in each 
country to function somewhat differently to eliminate bias due to occasional item-
by-country interactions. IRT has been the measurement method of choice not only 
for ETS’s adult literacy assessments, but also for national and international assess-
ments of school-age students such as the National Assessment of Educational 
Progress (NAEP), PISA, and Trends in International Mathematics and Science 
Study (TIMSS).

The integration of background information is a second important characteristic 
of the analytical methodologies used in the adult literacy assessments. Background 
data are used for at least two purposes in this context. First and foremost, they pro-
vide information about the relationship between demographic variables and skills. 
This makes it possible to investigate how the distribution of skills is associated with 
variables including educational attainment, gender, occupation, and immigration 
status of groups. These are among the variables needed to answer questions that are 
of interest to policy makers and other stakeholders, such as, “How are skills distrib-
uted in immigrant vs. nonimmigrant populations?” and “What is the relationship 
between literacy skills and measures of civic engagement such as voting?” In addi-
tion, background data provide auxiliary information that can be used to improve the 
precision of the skills measurement. This use of background data is particularly 
important because the available background data can help alleviate the effects of 
limited testing time for respondents by using the systematic differences between 
groups of respondents to strengthen the estimation of skills.5

While one of the main aims of ETS’s large-scale literacy assessments has been 
to provide data on human capital at any given point in time, the extent to which 
skills change over time is also of fundamental interest. IRT models provide a power-
ful tool to link assessments over cycles conducted in different years. In much the 
same way that IRT allows linking of scales and provides comparable measures 
across blocks of different items within an assessment, and across countries, IRT can 
also be used to link different assessments over time. This link is only possible 
because significant efforts have been made across the literacy assessments to collect 
data in a manner that supports reusing sets of items over time while regularly renew-

5 The interested reader is referred to Mislevy et al. (1992) for a description of this approach and to 
von Davier et al. (2006) for an overview and a description of recent improvements and extensions 
of the approach.

I. Kirsch et al.



297

ing the item pool. The particular design principles applied ensure that new and 
previously used blocks of items are combined into test booklets in such a way that 
each assessment is also connected to multiple assessments over time. Because IRT 
estimation methods have been developed and extended to facilitate analyses of 
incomplete designs, these methods are particularly well suited to analyze multiple 
links across assessments. Statistical tools can be used to evaluate whether the items 
used repeatedly in multiple assessments are indeed comparable across assessments 
from different years and provide guidance as to which items to retain and which 
parts of the assessment have to be renewed by adding new task material.

9.3.2  �Survey Methodologies That Provide Representative 
Samples of Respondents

The description of populations with respect to policy-relevant variables requires 
that members of the population of interest are observed with some positive proba-
bility. While it is not a requirement (or possibility) to assess every individual, a 
representative sample has to be drawn in order to provide descriptions of popula-
tions without bias. The adult literacy assessments have typically used methods com-
mon to household surveys, in which either a central registry of inhabitants or a list 
of addresses of dwellings/households of a country is used to randomly draw a rep-
resentative random sample of respondents. This list is then used to select an indi-
vidual at random, get in contact with those selected and ask the selected individual 
to participate in the survey. To account for unequal chances of being selected, the 
use of sampling weights is necessary. The importance of sampling and weighting 
for an accurate estimate of skill distributions is discussed in more detail in contribu-
tions summarizing analytic strategies involving sampling and weights for large-
scale assessments by Rust (2014) and Rutkowski et al. (2010).

One particular use of these survey methodologies in large-scale assessments, and 
a contribution of ETS’s adult assessments, is the projection of skill distributions 
based on expected changes in the population. The report, America’s Perfect Storm: 
Three Forces Changing Our Nation’s Future (Kirsch et al. 2007) shows how evi-
dence regarding skill distributions in populations of interest can be projected to 
reflect changes in those populations, allowing a prediction of the increase or decline 
of human capital over time.

9.3.3  �Procedures to Ensure Scoring Accuracy

One measurement issue that has been addressed in large-scale literacy assessments 
is the need to ensure that paper-and-pencil (as well as human-scored computer-
based) tasks are scored accurately and reliably, both within and across countries 
participating in the international surveys. Many of the assessment tasks require 
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respondents to provide short, written responses that typically range in length from 
single-word responses to short phrases or sentences. Some tasks ask for responses 
to be marked on the stimulus. On paper, respondents may be asked to circle or 
underline the correct answer whereas on the computer, respondents may be required 
to mark or highlight the response using the mouse or another input device. So while 
responses are typically quite short, scorers in all participating countries must follow 
a well-developed set of scoring rules to ensure consistent scoring. All of the adult 
literacy surveys prior to PIAAC were conducted as paper-and-pencil assessments, 
scored by national teams of trained scorers. While PIAAC is largely a computer-
based assessment using automated scoring, a paper-and-pencil component has been 
retained, both to strengthen the link between modes and to provide an option for 
respondents without the requisite technical skills to complete the assessment on the 
computer. To ensure reliable and comparable data in all of the adult literacy surveys, 
it was critical that processes were developed to monitor the accuracy of human scor-
ing for the short constructed responses in that mode within a country, across coun-
tries, and across assessments over time.

Without accurate, consistent and internationally comparable scoring of paper-
and-pencil items, all subsequent psychometric analyses of these items would be 
severely jeopardized. For all of the large-scale adult literacy assessments, the essen-
tial activities associated with maintaining scoring consistency have been basically 
the same. Having items scored independently by two different scorers and then 
comparing the resulting scores has been the key required procedure for all partici-
pating countries. However, because the number of countries and number of lan-
guages has increased with each international assessment, the process has been 
refined over time. In IALS, the procedure used to ensure standardized scoring 
involved an exchange of booklets across countries with the same or similar lan-
guages. Country A and Country B thus would score their own booklets; then Country 
A would second score Country B’s booklets and vice versa. In cases where a coun-
try could not be paired with another testing in the same language, the scorers within 
one country would be split into two independent groups, and booklets would be 
exchanged across groups for rescoring.

Beginning with ALL, the use of anchor booklets was introduced. This common 
set of booklets was prepared by test developers and distributed to all countries. Item 
responses in these booklets were based on actual responses collected in the field as 
well as responses that reflected key points on which scorers were trained. Because 
responses were provided in English, scoring teams in each country designated two 
bilingual scorers responsible for the double-scoring process. Anchor booklets were 
used in PIAAC as well. The new aspect introduced in PIAAC was the requirement 
that countries follow a specified design to ensure that each booklet was scored twice 
and that scorers functioned both as first and second scorer across all of the booklets. 
Figure 9.4 shows the PIAAC design for countries that employed three scorers. The 
completed booklets were divided up into 18 bundles of equal size. Bundle 0 was the 
set of anchor booklets to be scored by bilingual Scorers 1 and 2.

In an ideal world, the results of these double-scoring procedures would confirm 
that scoring accuracy was 100% and that scorers were perfectly consistent with each 
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other. Although this level of consistency is never obtained due to random deviations, 
scoring accuracy in the adult literacy surveys tends to be around 96%.

When scoring discrepancies occur, experience has shown that they fall into two 
distinct classes. The first type of discrepancy reveals a consistent bias on the part of 
one scorer, for example when one scorer is consistently more lenient than others. 
Because countries are required to send rescoring data for analysis at set points dur-
ing the scoring process, when this situation is found, problematic scorers must be 
retrained or, in some cases, dismissed.

The second type of discrepancy that can be revealed through analysis of the 
rescoring data is more challenging to address. This occurs when the scoring results 
reveal general inconsistencies between the scorers, with no pattern that can be 
attributed to one scorer or the other. This issue has been relatively rare in the adult 
literacy assessments. When it has occurred, it is generally the result of a problem 
with an item or an error in the scoring guides. One procedure for addressing this 
situation includes conducting a review of all inconsistently scored responses to 
determine if there is a systematic pattern and, if one is found, having those items 
rescored. Additionally, the scoring guides for such items can be revised to clarify 
any issue identified as causing inconsistent scoring. When a specific problem cannot 
be identified and resolved, model based adjustments such as assigning unique item 
parameters to account for this type of country-by-item deviation may be required 
for one or more countries to reflect this ambiguity in scoring.

9.3.4  �Statistical Procedures for Handling Missing Data

A second key methodological issue developed through experience with the large-
scale literacy assessments involves the treatment of missing data due to nonre-
sponse. Missing responses reduce the amount of information available in the 
cognitive assessment and thus can limit the kinds of inferences that can be made 
about the distribution of skills in the population based on a given set of respondents. 
More specifically, the relationship between skills and key background characteris-
tics is not measured well for respondents with a high proportion of item nonre-
sponse. This issue has been addressed in the large-scale literacy assessments by 
estimating conditioning coefficients based on the performance of respondents with 
sufficient cognitive information and applying the parameters to those respondents 
for whom there is insufficient performance data. This solution allows stable 

Fig. 9.4  Double-scoring design for PIAAC. Cells marked with “A” represent the first scorer for 
each bundle
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estimation of the model and ensures that regression of performance data on back-
ground variables is based on cases that provide sufficiently accurate information.

The two most common but least desirable ways to treat missing cases are a) to 
ignore them and b) to assume all missing responses can be equated to incorrect 
responses. Ignoring missing responses is acceptable if one can assume that missing 
cases occur at random and that the remaining observed cases are representative of 
the target population. In this case, the result would be slightly larger standard errors 
due to reduced sample size, and the other estimates would remain unbiased. 
Randomly missing data rarely occur in real data collections, however, especially in 
surveys of performance. If the incidence of nonresponse varies for major subgroups 
of interest, or if the missing responses are related to the measurement objective— in 
this case, the measurement of literacy skills—then inferring the missing data from 
observed patterns results in biased estimates. If one can be sure that all missingness 
is due to a lack of skill, the treatment as incorrect is justified. This treatment may be 
appropriate in high-stakes assessments that are consequential for respondents. In 
surveys, however, the respondent will not be subjected to any consequences, so 
other reasons for missingness, such as a lack of motivation, may be present.

To address these issues, different approaches have been developed. In order to 
infer reasons for nonresponse, participants are classified into two groups based on 
standardized coding schemes used by interviewers to record reasons for nonpartici-
pation: those who stop the assessment for literacy-related issues (e.g., reading dif-
ficulty, native language other than language of the assessment, learning disability) 
and those who stop for reasons unrelated to literacy (e.g., physical disability, refusal 
for unspecified reason). Special procedures are used to impute the proficiencies of 
individuals who complete fewer than the minimum number of tasks needed to esti-
mate their proficiencies directly.

When individuals cite a literacy-related reason for not completing the cognitive 
items, this implies that they were unable to respond to the items. On the other hand, 
citing a reason unrelated to literacy implies nothing about a person’s literacy profi-
ciency. When an individual responds to fewer than five items per scale— the mini-
mum number needed to directly estimate proficiencies—cases are treated as 
follows:

•	 If the individual cited a literacy-related reason for not completing the assess-
ment, then all consecutively missing responses at the end of a block of items are 
scored as wrong.

•	 If the individual cited a reason unrelated to literacy, then all consecutively miss-
ing responses at the end of block are treated as not reached.

A respondent’s proficiency is calculated from a posterior distribution that is the 
product of two functions: a conditional distribution of proficiency, given responses 
to the background questionnaire; and a likelihood function of proficiency, given 
responses to the cognitive items (see Murray et al. 1997, for more detail). By scor-
ing missing responses as incorrect for individuals citing literacy-related reasons for 
stopping the assessment, the likelihood function is very peaked at the lower end of 
the scale—a result that is believed to accurately represent their proficiency.
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Because PIAAC was a computer-based assessment, information was available to 
further refine the scoring rules for non-response. The treatment of item level miss-
ing data in paper-and-pencil assessments largely has to rely on the position of items. 
In order to define the reason for not responding as either volitional or being based 
on having never been exposed to (not reached) the items, the location of the ‘last’ 
item for which a response was observed is crucial. In computer-based assessments, 
non-response can be treated in a more sophisticated way by taking timing data and 
process information into account. While the problem of rapid guessing has been 
described in high-stakes assessment (Wise and DeMars 2005), the nature of literacy 
surveys does not compel respondents to guess, but rather to skip an item rapidly for 
some reasons that may be unrelated to skills, for example perceived time pressure 
or a lack of engagement. If an item was skipped in this way – a rapid move to the 
next item characterized by a very short overall time spent on the item (e.g., less than 
5 s) and the minimal number of actions sufficient to ‘skip’ the item, PIAAC applied 
a coding of ‘not reached/not administered’ (OECD 2013; Weeks et al. 2014). If, 
however a respondent spent time on an item, or showed more than the minimum 
number of actions, a missing response would be assumed to be a volitional choice 
and counted as not correct.

9.3.5  �Forward-Looking Design for Using Context Information 
in Computer-Based Assessments

The methodologies used in large-scale assessments are well developed, and variants 
of essentially these same methodologies are used in all major large-scale literacy 
assessments. While this repeated use implies that the current methodology is well 
suited for the analyses of assessments at hand, new challenges have arisen with the 
advent of PIAAC.

As a computer-based assessment, PIAAC presents two important advantages—
and challenges—when compared to earlier paper-and-pencil assessments. First is 
the wealth of data that a computer can provide in terms of process information. 
Even seemingly simple information such as knowing precisely how much time a 
respondent spent on a particular item can reveal important data that were never 
available in the paper-and-pencil assessments. The use of such data to refine the 
treatment of non-response data, as described above, is one example of how this 
information can improve measurement. Second is the opportunity to design adap-
tive assessments that change the selection of items depending on a respondent’s 
performance on previous sets of items. These differences result in both new sources 
of information about the performance of respondents and a change in the structure 
of the cognitive response data given that not all test takers respond to the same set 
of items.

Modern psychometric methodologies are available that can improve estimation 
in the face of such challenges. Such methods can draw upon process and navigation 
data to classify respondents (Lazarsfeld and Henry 1968) with respect to the typical 
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paths they take through scenario-based tasks, such as the ones in PIAAC’s problem-
solving domain. Extensions of IRT models can reveal whether this or other types of 
classifications exist besides the skills that respondents apply (Mislevy and Verhelst 
1990; Rost 1990; von Davier and Carstensen 2007; von Davier and Rost 1995; von 
Davier and Yamamoto 2004; Yamamoto 1989). Additional information such as 
response latency can be used to generate support variables that can be used for an 
in-depth analysis of the validity of responses. Rapid responders (DeMars and Wise 
2010) who may not provide reliable response data can potentially be identified 
using this data. Nonresponse models (Glas and Pimentel 2008; Moustaki and Knott 
2000; Rose et al. 2010) can be used to gain a deeper understanding of situations in 
which certain types of respondents tend not to provide any data on at least some of 
the items. Elaborate response-time models that integrate latency and accuracy 
(Klein Entink et  al. 2009; Lee 2008) can be integrated with current large-scale 
assessment methodologies.

9.4  �Linking Real-Life Stimulus Materials and Innovative 
Item Types

From the first adult literacy assessment onward, items have been based on everyday 
materials taken from various adult situations and contexts including the workplace, 
community, and home. In the 1993 National Adult Literacy Survey (NALS), for 
example, sets of open-ended questions required respondents to use a six-page news-
paper that had been created from articles, editorials, and advertisements taken from 
real newspapers. In PIAAC, simulation tasks were based on content from real web-
sites, advertisements, and e-mails. For each of the large-scale literacy assessments, 
original materials were used in their entirety, maintaining the range of wording, 
formatting, and presentation found in the source. The inclusion of real-life materials 
both increased the content validity of the assessments and improved respondent 
motivation, with participants commenting that the materials were both interesting 
and appropriate for adults.

Each of the large-scale literacy assessments also used open-ended items. Because 
they are not constrained by an artificial set of response options, these open-ended 
tasks allowed respondents to engage in activities that are similar to those they might 
perform if they encountered the materials in real life. In the paper-and-pencil liter-
acy assessments, a number of different open-ended response types were employed. 
These included asking respondents to underline or circle information in the stimu-
lus, copy or paraphrase information in the stimulus, generate a response, and com-
plete a form.

With the move to computer-based tasks in PIAAC, new ways to collect responses 
were required. The design for PIAAC called for the continued use of open-ended 
response items, both to maintain the real-life simulation focus of the assessment and 
to maintain the psychometric link between PIAAC and prior surveys. While the 
paper-and-pencil surveys allowed respondents to compose answers ranging from a 
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word or two to several sentences, the use of automated scoring for such responses 
was not possible, given that PIAAC was delivered in 33 languages. Instead, the 
response modes used for computer-based items in this assessment included high-
lighting, clicking, and typing numeric responses—all of which could be scored 
automatically. Throughout previous paper-and-pencil assessments, there had always 
been some subset of respondents who marked their responses on the stimulus rather 
than writing answers on the provided response lines. These had been considered 
valid answers, and scoring rubrics had been developed to train scorers on how such 
responses should be scored. Thus electronic marking of text by highlighting a 
phrase or sentence or clicking on a cell in a table fit within existing scoring schemes. 
Additionally, previous work on a derivative computer-based test for individuals, the 
PDQ Profile Series, had shown that item parameters for paper-and-pencil items 
adapted from IALS and ALL were not impacted when those items were presented 
on the computer and respondents were asked to highlight, click, or type a numeric 
response. PIAAC thus became the first test to employ these response modes on a 
large scale and in an international context.

Taking advantage of the computer-based context, PIAAC also introduced new 
types of simulation items. In reading literacy, items were included that required 
respondents to use scrolling and hyperlinks to locate text on a website or provide 
responses to an Internet poll. In the new problem-solving domain, tasks were situ-
ated in simulated web, e-mail, and spreadsheet environments that contained com-
mon functionality for these environments. Examples of these new simulation tasks 
included items that required respondents to access information in a series of e-mails 
and use that information to schedule meeting rooms via an online reservation sys-
tem or to locate requested information in a complex spreadsheet where the spread-
sheet environment included “find” and “sort” options that would facilitate the task.

In sum, by using real-life materials and open-ended simulation tasks, ETS’s 
large-scale literacy assessments have sought to reflect and measure the range of lit-
eracy demands faced by adults in order to provide the most useful information to 
policy makers, researchers, and the public. Over time, the nature of the assessment 
materials and tasks has been expanded to reflect the changing nature of literacy as 
the role of technology has become increasingly prevalent and important in everyday 
life.

9.5  �Developing Extensive Background Questionnaires 
to Link Performance With Experience and Outcome 
Variables

One important goal of the large-scale literacy assessments has been to relate skills 
to a variety of demographic characteristics and explanatory variables. Doing so has 
allowed ETS to investigate how performance is related to social and educational 
outcomes and thereby interpret the importance of skills in today’s society. It has 
also enhanced our understanding of factors related to the observed distribution of 
literacy skills across populations and enabled comparisons with previous surveys.
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For each of the literacy assessments, respondents completed a background ques-
tionnaire in addition to the survey’s cognitive measures. The background questions 
were a significant component of each survey, taking up to one-third of the total 
survey time. In each survey, the questionnaire addressed the following broad issues:

•	 General language background
•	 Educational background and experience
•	 Labor force participation
•	 Literacy activities (types of materials read and frequency of use for various 

purposes)
•	 Political and social participation
•	 Demographic information

As explained earlier, information collected in the background questionnaires is 
used in the psychometric modeling to improve the precision of the skills measure-
ment. Equally importantly, the background questionnaires provide an extensive 
database that has allowed ETS to explore questions such as the following: What is 
the relationship between literacy skills and the ability to benefit from employer-
supported training and lifelong learning? How are educational attainment and lit-
eracy skills related? How do literacy skills contribute to health and well being? 
What factors may contribute to the acquisition and decline of skills across age 
cohorts? How are literacy skills related to voting and other indices of social partici-
pation? How do reading practices affect literacy skills?

The information collected via the background questionnaires has allowed 
researchers and other stakeholders to look beyond simple demographic information 
and examine connections between the skills being measured in the assessments and 
important personal and social outcomes. It has also led to a better understanding of 
factors that mediate the acquisition or decline of skills. At ETS, this work has pro-
vided the foundation for reports that foster policy debate on critical literacy issues. 
Relevant reports include Kirsch et  al. (2007), Rudd et  al. (2004) and Sum et  al. 
(2002, 2004).

9.6  �Establishing Innovative Reporting Procedures to Better 
Integrate Research and Survey Data

Reports for each of the large-scale surveys have gone beyond simply reporting dis-
tributions of scores on the assessment for each participating country. As noted 
above, using information from the background questionnaire has made it possible to 
link performance to a wide range of demographic variables. Other reporting innova-
tions have been implemented to make the survey data more useful and understand-
able for policy makers, researchers, practitioners, and other stakeholders.

The PIAAC data, conjointly with IALS and ALL trend data, are available in the 
Data Explorer (http://piaacdataexplorer.oecd.org/ide/idepiaac/), an ETS-developed 
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web-based analysis and reporting tool that allows users to query the PIAAC data-
base and produce tabular and graphical summaries of the data. This tool has been 
designed for a wide range of potential users, including those with little or no statisti-
cal background. By selecting and organizing relevant information, stakeholders can 
use the large-scale data to address questions of importance to them.

In addition to linking performance and background variables, survey reports 
have also looked at the distribution of literacy skills and how performance is related 
to underlying information-processing skills. Reports have included item maps that 
present sample items in each domain, showing where these items performed on the 
literacy scale and discussing features of the stimuli and questions that impact diffi-
culty. Such analyses have allowed stakeholders to understand how items represent 
the construct and thereby allow them to generalize beyond the pool of items in any 
one assessment. These reports were also designed to provide readers with a better 
understanding of the information-processing skills underlying performance. Such 
an understanding has important implications for intervention efforts.

9.7  �Conclusion

During the 30 years over which the six large-scale adult literacy assessments have 
been conducted, literacy demands have increased in terms of the types and amounts 
of information adults need to manage their daily lives. The goal of the assessments 
has been to provide relevant information to the variety of stakeholders interested in 
the skills and knowledge adults have and the impact of those skills on both individu-
als and society in general. Meeting such goals in this ever-changing environment 
has required that ETS take a leading role in the following:

•	 Expanding the construct of literacy
•	 Developing a model for building construct-based assessments
•	 Expanding and implementing large-scale assessment methodology to ensure 

reliable, valid, and comparable measurement across countries and over time
•	 Taking an approach to test development that focuses on the use of real-life mate-

rials and response modes that better measure the kinds of tasks adults encounter 
in everyday life6

•	 Developing extensive background questionnaires that make it possible to link 
performance with experience and outcome variables, thereby allowing the sur-
vey data to address important policy questions

•	 Developing reporting procedures that better integrate survey data with research

These efforts have not just expanded knowledge of what adults know and can do; 
they have also made important contributions to understanding how to design, con-
duct, and report the results of large-scale international assessments.

6 Sample PIAAC items are available at http://www.oecd.org/skills/piaac/samplequestionsandques-
tionnaire.htm.
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�Appendix: Description of the Five Levels for Prose, Document, 
and Numeracy Domains

Prose Document Numeracy

Level 1 
(0–225)

Most of the tasks in this 
level require the respondent 
to read a relatively short 
text to locate a single piece 
of information that is 
identical to or synonymous 
with the information given 
in the question or directive. 
If plausible but incorrect 
information is present in 
the text, it tends not to be 
located near the correct 
information.

Tasks in this level tend to 
require the respondent 
either to locate a piece of 
information based on a 
literal match or to enter 
information from personal 
knowledge onto a 
document. Little, if any, 
distracting information is 
present.

Tasks in this level require the 
respondent to show an 
understanding of basic 
numerical ideas by 
completing simple tasks in 
concrete, familiar contexts 
where the mathematical 
content is explicit with little 
text. Tasks consist of simple, 
one-step operations such as 
counting, sorting dates, 
performing simple arithmetic 
operations, or understanding 
common and simple 
percentages such as 50%.

Level 2 
(226–
275)

Some tasks in this level 
require respondents to 
locate a single piece of 
information in the text; 
however, several distractors 
or plausible but incorrect 
pieces of information may 
be present, or low-level 
inferences may be required. 
Other tasks require the 
respondent to integrate two 
or more pieces of 
information or to compare 
and contrast easily 
identifiable information 
based on a criterion 
provided in the question or 
directive.

Tasks in this level are 
more varied than those in 
level 1. Some require the 
respondents to match a 
single piece of 
information; however, 
several distractors may be 
present, or the match may 
require low-level 
inferences. Tasks in this 
level may also ask the 
respondent to cycle 
through information in a 
document or to integrate 
information from various 
parts of a document.

Tasks in this level are fairly 
simple and relate to 
identifying and understanding 
basic mathematical concepts 
embedded in a range of 
familiar contexts where the 
mathematical content is quite 
explicit and visual with few 
distractors. Tasks tend to 
include one-step or two-step 
processes and estimations 
involving whole numbers, 
interpreting benchmark 
percentages and fractions, 
interpreting simple graphical 
or spatial representations, and 
performing simple 
measurements.

(continued)
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Prose Document Numeracy

Level 3 
(276–
325)

Tasks in this level tend to 
require respondents to 
make literal or synonymous 
matches between the text 
and information given in 
the task, or to make 
matches that require 
low-level inferences. Other 
tasks ask respondents to 
integrate information from 
dense or lengthy text that 
contains no organizational 
aids such as headings. 
Respondents may also be 
asked to generate a 
response based on 
information that can be 
easily identified in the text. 
Distracting information is 
present but is not located 
near the correct 
information.

Some tasks in this level 
require the respondent to 
integrate multiple pieces 
of information from one 
or more documents. 
Others ask respondents to 
cycle through rather 
complex tables or graphs 
that contain information 
that is irrelevant or 
inappropriate to the task.

Tasks in this level require the 
respondent to demonstrate 
understanding of 
mathematical information 
represented in a range of 
different forms, such as in 
numbers, symbols, maps, 
graphs, texts, and drawings. 
Skills required involve 
number and spatial sense; 
knowledge of mathematical 
patterns and relationships; and 
the ability to interpret 
proportions, data, and 
statistics embedded in 
relatively simple texts where 
there may be distractors. 
Tasks commonly involve 
undertaking a number of 
processes to solve problems.

Level 4 
(326–
375)

These tasks require 
respondents to perform 
multiple-feature matches 
and to integrate or 
synthesize information 
from complex or lengthy 
passages. More complex 
inferences are needed to 
perform successfully. 
Conditional information is 
frequently present in tasks 
at this level and must be 
taken into consideration by 
the respondent.

Tasks in this level, like 
those at the previous 
levels, ask respondents to 
perform multiple-feature 
matches, cycle through 
documents, and integrate 
information; however, 
they require a greater 
degree of inference. Many 
of these tasks require 
respondents to provide 
numerous responses but 
do not designate how 
many responses are 
needed. Conditional 
information is also 
present in the document 
tasks at this level and 
must be taken into 
account by the 
respondent.

Tasks at this level require 
respondents to understand a 
broad range of mathematical 
information of a more abstract 
nature represented in diverse 
ways, including in texts of 
increasing complexity or in 
unfamiliar contexts. These 
tasks involve undertaking 
multiple steps to find 
solutions to problems and 
require more complex 
reasoning and interpretation 
skills, including 
comprehending and working 
with proportions and formulas 
or offering explanations for 
answers.

(continued)
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Prose Document Numeracy

Level 5 
(376–
500)

Some tasks in this level 
require the respondent to 
search for information in 
dense text that contains a 
number of plausible 
distractors. Others ask 
respondents to make 
high-level inferences or use 
specialized background 
knowledge. Some tasks ask 
respondents to contrast 
complex information.

Tasks in this level require 
the respondent to search 
through complex displays 
that contain multiple 
distractors, to make 
high-level text-based 
inferences, and to use 
specialized knowledge.

Tasks in this level require 
respondents to understand 
complex representations and 
abstract and formal 
mathematical and statistical 
ideas, possibly embedded in 
complex texts. Respondents 
may have to integrate multiple 
types of mathematical 
information, draw inferences, 
or generate mathematical 
justification for answers.
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