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1 Introduction

One of the core aspects of human-human interaction is the ability to recognize
and respond to the emotional and cognitive states of the other person, leaving
human-computer interaction systems, at their core, to perform many of the same tasks.
This can take the form of robotic interaction systems that respond to ‘anger’ [33],
instructional systems that take different actions according to ‘confusion’ [27], and
intelligent aiding systems which dynamically adjust levels of autonomy (i.e. task allo-
cation to the human or the system) depending on continuously changing levels of
‘workload’ [9]. A well-designed system responds to information about the user, tailoring
the experience for the purposes of enjoyment, effectiveness, or both. The emphasis of this
paper focuses on understanding that emotional state to maximize human performance.

While there are many reasons why one might want to recognize emotional states
within a population of individuals for the purpose of designing systems, the model
creation process is fundamentally the same across much of the research. Briefly, this
process can be described as the below:

1. Data about ‘state’ is collected, features of this data.
2. The features are distilled into markers for easier machine learning classification.
3. These markers are fed into one or more model creation algorithms.
4. Affective classification models are created.
5. Affective models are used.

While models can be built from numerous and disparate data sources, the underlying
affective data is frequently suspect. Let us consider a labeled datapoint in a set which
indicates ‘frustration’. Is the user frustrated because they said so right now? Because
they said that they were frustrated with the overall experience? Because models cali-
brated on another frustration event said they were? How do you know that the user is
truly frustrated? Is either cognitive underload/overload [12] causing the frustration?
During analysis, how can you be assured of the quality of the label in the spreadsheet?

The common aphorism is that “all models are wrong, but some are useful.” The
quality of labels is frequently dubious, due to the way that the labels are collected
(subject to experimenter or experiment design bias), but that does not mean that it
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cannot be applied to useful applications. Further, the quality can be improved through
the combination of more than one labeling technique. Researchers have begun to
develop adaptive multimodal recognition systems which focus on good quality samples
to form training data and thus assisting to reject bad samples. The multimodal adaptive
system has the added advantage of achieving better performance and a lower failure
rate [11]. There are many options for collecting labeled data, each with its own
advantages, disadvantages, limitations for collections, and workarounds for attempting
to assure that the label is of high quality. Two significant research design problems
exist, both in matching the collection technique to its intended use and the combination
of labels from multiple schemes.

While a singular strong state (e.g. rage, surprise, exhaustion) is relatively easy to
label, the majority of the states useful for Human Computer Interaction (HCI) research
are nuanced (e.g. annoyance, confusion, underload). Distinguishing nuanced states,
such as ‘underload’ from ‘boredom’, into a labeled category can be difficult. The
careful selection of the method chosen for labeled data collection can help to mitigate
the problem with wrong model for a specific application or use case.

Research efforts are beginning to apply hybrid techniques of multiple methods for
dealing with data to improve quality [24]. Specifically, it is possible to take a quali-
tative analysis technique such as Grounded Theory, and apply it iteratively when
performing sampling to support a machine learning algorithm. Both approaches are
derived from the data, with the machine learning looking for features and the Grounded
Theory looking for theories or themes that describe those features. In terms of the
ability to detect affect from this data, researchers have generally tried to pull together a
series of measurements via different types of physiological sensors, such as research
that shows the ability to properly classify Valence and Arousal with over a 90%
success rate [25], using a combination of Skin Conductance, Heart Rate, and Elec-
tromyography. Using a combination of techniques can assist in beginning to target
more complex responses. As a part of their research, Noguiera et al. [25] built a
regression model which runs through several iterations to assist with data scaling. Then
they perform a second pass with several machine learning algorithms to merge the
outputs of the regression model into an aggregated score. They use objective player
modeling techniques (OPEM), which have been shown to be very consistent between
administrations. Even with all these methods to collect data, a key challenge in
establishing ground truth is understanding proportionally how to adjust the importance
(i.e. weights) of the various data collection measures.

This paper reviews different options for obtaining “ground truth” labeled data from
users. The methods examined include:

1. Using pre-existing and validated models created from a standard dataset
2. Using pre-existing and validated models created from multiple contexts of

experience
3. Using manually labeled datasets
4. Through self-reported labeled ask soon after or during after the experience
5. Through self-report labeled feedback asked after a number of experiences
6. Creating sensor-based models from theory directly.
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Each of these options has advantages, disadvantages, limits or restrictions, and
mitigations or workarounds. This paper lightly reviews the literature for groups which
have used various techniques in an effort to inform future research on the selection of
the experimental labeling design best suited for the end application or use case. The
expertise of the authors lies in training system applications, so the labeling techniques
discussed within this paper are an extension of that lense through pragmatic applica-
tion. It is an expansion on some of last years’ points from the “truthiness” paper by
Mark Costa and Sarah Bratt for the HCII community [8].

2 Calibrate from a Standard Dataset

One of the most attractive methods for creating emotional recognition work is to
calibrate from an existing dataset. Examples of baseline datasets are the Pose Illumi-
nation and Expression (PIE) database [30], or the SEMAINE affective dataset [23]. The
advantage of such a dataset is that either paid actors or in-the-wild observations of
ground truth that can be used to baseline. The significant disadvantage of the approach
is that the models made from such a dataset, while useful for facial detection, haven’t
made much, if any, progress into realtime applications. The models have been useful in
the methods to develop generalized facial detection models, but have not demonstrated
use in in-the-wild affect detection problems. Part of the reason for this is that the
mapping between the observed face, the Facial Action Coding System (FACS) of
Action Unit (AU) identification, and the actual emotion is tenuous [28].

Other work includes Conati’s probabilistic assessment models and Pantic and
Rothkrantz’s audio/video combination methods [26]. In Conati’s model, user emotions
are defined through several different dimensions: student goals, variables describing
student personality traits, actions to be taken by the agent, and variables describing the
user’s emotional state [7]. They expressed the importance of using the ability of recog-
nizing affective state to make interactions more affective. They argue that communicative
cues such as facial expressions and body movements are affected by individual’s arousal.
Likewise, when humans are interacting with each other humans can interpret these cues
while machines have a much more difficult time. They explained that to analyze human
affective feedback there needs to be an architecture which supports information coming
from the visual system, information coming from the processing of audio, and infor-
mation coming from touch or tactile sensors. This data in turnwould undergo both feature
level fusion across information types and data information interpretation to help make
decisions on the appropriate feedback. Pantic and Rothkrantz classify it as data level
fusion, feature level fusion, and decision level fusion [26].

While fewer emotional datasets exist for physiological signals, the reader should
note the lessons from the above, such as establishing similar items from a commonly
available physiological model, can be expected to encounter similar difficulties. When
discussing classification for the purposes of building affective models from physiology,
the authors are only generally aware of two common-access databases for the purpose:
the Deap database for emotion analysis using physiological signals [21], and a dataset
made available by the authors [5].
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3 Calibrate from an Existing Validated Model

The general scope of this paper is to discuss evidence that all measures are a proxy of
the true ground truth. While the real truth certainly exists in the brain as measured by
electroencephalogram (EEG) signals, there is always the concern of the accuracy of
measurement. The true brain signal is spread across the skull, subject to noise in
measurement, to significant individual differences in brain topology, and varies by day
and sensor placement. However, EEG signals are reliable for certain tasks and some
systems have been extensively evaluated. As an example, the Advanced Brain Mon-
itoring system can generate real-time indices of alertness, cognition, and memory [2],
or measures of drowsiness/alertness [16]. There have been many (20+) studies where
the patented detection algorithms have been validated over relatively stable timeframes
(minutes). The studies which use functional magnetic resonance imaging (fMRI) have
similarly levels of validation, with early research indicating success at tracking
moment-to-moment changes in affect [20]. Each of these systems can be relied upon to
give fairly accurate information in regards to labeling.

The purpose of a system may to be analyze affect during task performance, with
findings useful to the system creators. An example of such a finding would be an
interface which causes high levels of workload and dissatisfaction among its users. The
finding can be used to redesign the system in such a way to reduce cognitive load.
More frequently, however, the purpose of the system is to respond to the users’ needs
as they need them. An example would be an interface that re-configures based on the
high workload, or a teaching system that uses knowledge of the user frustration to
make changes in courseware/courseflow. The use one EEG or fMRI system for each
user is fundamentally impractical.

An alternative to the use of such systems is to use the high-accuracy systems as the
‘ground truth’ for a series of, presumably, lower accuracy systems. In the same manner
that video systems can use lipreading to distinguish words without audio, systems can
be designed to use low-cost wearables and stand-off sensors in order to capture the
emotion [22]. The authors have publicly shared such a dataset in the past [5]. The
advantage of such an approach is that the ground truth can be considered reasonably
reliable, but the disadvantage is the compounding of errors. A classifier which predicts
with 80% accuracy on a signal with 80% accuracy in a system which may be barely
usable with 64% accuracy. Experimenters should consider this potential compounding
of inaccuracies when designing systems, but low levels of accuracy may be acceptable
for systems which make slow and reliable decisions.

4 Manual Expert Label

One method of addressing the flaws of inability to attain ground truth information is to
begin relying on post-hoc added labels to existing recorded data. The process of doing
this relies on capturing the nuanced emotions experienced during the desired event
using the classifiers in an operational setting. This is the basis for many qualitative
research methods that categorize participant actions in a hope to provide more general,
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overarching themes. Such qualitative approaches include thematic analysis [4] and
Interpretative Phenomenological Analysis [3, 31]. On the other end of the spectrum is
labeling based on physiological data such as eye fixations and saccades, as was done
with an intelligent tutoring system called Metatutor [15]. As an example, consider the
tasks of the classification of a fatigued driver. An experimental setup would allow for
the driver to perform their normal function while being observed via a combination of
bodily (e.g. EEG) and standoff sensors (e.g. webcam). The video data can then be
carefully combed by expert labellers at the second-by-second resolution. These
“ground truth” labels can then be used to train automatic classifiers for the bodily
sensors (EEG), the standoff sensors (webcam), or use a combination of data fusion to
attempt to train both.

The advantage of this approach is that, through the use of expert labellers and
time-delayed recording, the ground truth information can be captured at relatively fine
resolution. As an example, the first moments of affective information can be traced to
their earliest FACS movements. A further advantage is that the classifiers trained are
applicable in the desired application.

The first disadvantage of the approach is that the methods of classifications are not
particularly guaranteed to transition beyond their initial domain. The second disad-
vantage is that the classifiers in this instance have the tendency to be ‘jittery’, rapidly
classifying emotions at their earliest onset. Jittery classification can be overcome at the
labeling instance, by labeling an emotion only when it is fully manifested in the desired
application, or at the runtime instance, where simple rules can dampen system actions
(e.g. “only act when the emotion has been present for greater than 80% of a 3 min
window”).

5 Self Report

All self-report data, arguably, has the same advantage that it is the ground truth, as the
participant has reported it. In some manner, it is very difficult to contradict a participant
which responded that they were ‘bored’ and ‘unchallenged’ (low workload) by a series
of educational content presentations. Hoskin details the typical problems with
self-reported data [14]. In brief, these include:

• Individual differences in introspective ability
• Individual variations in interpretation of a question
• Individual variations in rating scales, especially with large variations, such as

[0–100]
• Response bias, especially in yes/no questions

Simply using a survey measure such as the NASA-Task Load Index (TLX) [13] to
label a 30-second window of time can be subject to all of the above flaws. These flaws
may even out over a large amount of samples, on the whole, but using them to label
1000s of datapoints from raw sensors is a gross measure, at best. This limitation
is overcome if the experimenter desires a gross measure of the particular affect
(e.g. ‘confused’ at 30 s resolution is sufficient in production).
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The accuracy concerns can be mitigated through the use of the more validated
instruments, such as the TLX. However, the experimenter should be aware how the
frequency of polling can affect the data overall. Additionally, the experimenter should
be aware that asking about an experience can change the perception of the experience.
An example study where this effect is observed is in an educational study, where
significant difficulties were encountered during the learning environment, but reported
as interest and enjoyment after the fact [19]. It is worth noting that early results to try to
build a system at the same time that it is being used have had sufficient predictive
accuracies to be useful in both simulation [6] and practice [10].

5.1 Post-hoc Self-report

The general advantages and disadvantages of self-report are discussed above, being that
subjects’ estimate of their own emotions is arguably better than expert annotation. The
notable disadvantage of post-hoc self-report is typical of most video game and learning
experiences: the experience itself is somewhat challenging. When asked after an
experience about the emotions experienced during the situation, the experience tends to
be cast through the lens of the final moment (e.g. winning, losing, learning, etc.). The
most useful workaround for this problem is to use a group-based model to create
distinctive groups, each of which can be targeted for action [32].

5.2 In-Situ Self-report

The general advantages and disadvantages of self-report are discussed above. The
alternative method of gathering self-report data is to ask the participant in situ to report
their emotions or experience. The “think aloud protocol” allows for the experimenter to
obtain a continuous feed of user affective states, resulting in a higher granularity of
samples for model creation. The largest disadvantage of this approach is that the
experience of “think aloud” can have a modest effect on workload and task performance
[29]. This effect can be mitigated by having the “think aloud” be related to the task.

6 Physiological Sensors

The advantage of using physiological sensors, as opposed to any of the other above
methods, is that the “ground truth” is objective. The raise in Galvanic Skin Response
(GSR) or increase of blood flow to an area of the brain, or the frequency of brain
operation, are resistant to subject recall, self-report, rater bias, or the error rate of a
previously established model. These advantages are significant, but do not come
without costs. The costs are that the measurement is usually not suited for the intended
environment, individual responses vary significantly and change daily, and that the
measurements are usually gross proxies for the things that they are measuring.
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The measurement via sensors is usually not appropriate for the intended environ-
ment. As an example, much of the emotion-based research in the educational domain is
eventually intended to influence the decisions of systems or teachers about the content
presented to the student within the classroom. With the average classroom size in the
United States around 25 students per teacher, and the cost of an fNIRS system in the
range of $50,000, the educational benefits of emotional detection are simply not jus-
tified in the cost. Furthermore, many sensor-based systems require extensive set-up,
which consumes time that could have been spent on the performance task.

Another downside lies simply in the quality of the data collected versus any
interference that is potentially associated with it. Depending on the sensor used, what
might be considered a response from a classification algorithm can be noise associated
with the electronics, noise associated with the participant, or noise associated with the
environment. As a very simple example, consider electrodermal activity being collected
to measure arousal. Using many of the electrodermal sensors currently on the market,
factors such as the ambient room temperature, skin temperature due to clothing, contact
with the skin, and charge of the battery on the sensor can all lead to artifact. This does
not even include gross motor movements, which can drastically impact results and the
connectivity of the sensors.

Next, sensors frequently measure only a proxy of what they intend to measure.
Taking the example of electrodermal activity sensor which measures the changes in
skin conductance. These changes proxy are measurements for the autonomic nervous
system (“fight/flight”) activity, which is linked to emotional and cognitive states.
A raise in GSR response can indicate stress, fear, anxiety, excitement, interest, or the
anticipation of any of these things. The sensors can be calibrated over time to com-
pensate for this weakness, but the measurement of a sensor is rarely conclusive evi-
dence of an emotional state. Researchers, such as Picard’s group, maintain a successful
line of research in artifact detection and have developed screening tools to help identify
responses, clear noise, and process signals against a predefined set of transformations,
with tools released for others [19].

7 Conclusions

It is worth noting that early results to try to build a system at the same time that it is
being used have had sufficient predictive accuracies to be useful in both simulation [6]
and practice [10], which neatly avoids much of the problems of labeling.

With the development of technologies such as crowdsourcing, researchers have
begun to address labeling of content in new innovative ways. Katsimerou et al. used a
database of over 180 long videos which contained three different visual cues involving
face and body, as well as a physical depth-based data stream from the Microsoft Kinect
[18]. They used crowdsourcing to be able to make large numbers of annotations related
to mood and emotion by non-expert coders. They also compared this against laboratory
trained annotations to validate the non-expert inputs. As more and more information
becomes available via cloud services, it is likely that labeling accomplished by larger
groups of people may become the norm.
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Automated detection algorithms are becoming a popular source for labeling data as
well. Other researchers have used a multimodal approach (appearances collected from a
camera vs context specific behaviors captured by the application) to train different
classifiers to interpret affective state [1]. Kapoor and Picard used a multimodal
approach in where they combined posture based data with camera based data to achieve
an 86% accuracy rating of affective state, the approach was a unified Bayesian
approach using Gaussian process classifiers that used expectation propagation
(EP) [17].

The intended takeaway from this paper is that no one technique is probably suf-
ficient for the accurate representation for the ground truth classification of affective
state. However, a number of hybrid techniques can be investigated to mitigate the
difficulties in any individual approach. Many experiments under various contexts using
semi-reliable self-report information can be combined into reasonably reliable labels.
Hybrid approaches may use active machine learning to intelligently select datapoints
for labeling, with crowdsourced labeling experts providing annotations, making use of
both machine learning techniques and within-task self report information [6]. Another
hybrid approach may have an individual baselining period which bootstraps the
machine learning classifier in batched training, updating it based on after-task self
report information [10]. The authors believe that these multi-point labeling approaches
tend to produce higher-quality labels overall, which result in models which are less
brittle.
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