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Abstract. This paper presents data loss figures from three experiments, varying
in length and visual complexity, in which low-cost eye tracking data were
collected. Analysis of data from the first two experiments revealed higher levels
of data loss in the visually complex task environment and that task duration did
not appear to impact data loss. Results from the third experiment demonstrate
how data loss can be mitigated by including periodic eye tracking data quality
assessments, which are described in detail. The paper concludes with a dis-
cussion of overall findings and provides suggestions for researchers interested in
employing low-cost eye tracking in human subject experiments.
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1 Introduction

Several commercial off-the-shelf low-cost eye trackers have emerged on the market in
the last few years, providing researchers the opportunity to inexpensively and unob-
trusively collect eye tracking data across a variety of experimental protocols. Specifi-
cally, the Gazepoint GP3, Eye Tribe and Tobii EyeX have been available for under
$500. Unfortunately, however, Eye Tribe is no longer selling their system due to its
recent acquisition by Oculus [1] and the Tobii EyeX user agreement prohibits data from
being recorded. Mobile or glasses-worn eye trackers are another low-cost option, but
these are notoriously uncomfortable to wear for extended time periods. As such, at this
point in time, the Gazepoint GP3 is the only off-the-head low-cost tracker truly
available for research purposes.

Likely due to their nascence, only a limited number of studies have assessed the
viability of low-cost eye trackers for research purposes. One team of researchers
investigated the fixation accuracy and precision of the Eye Tribe system and generally
found its performance acceptable for their research purposes [2, 3]. Another study
concluded that Eye Tribe’s pupillometry measurements were comparable to those of a
high-quality tracker, when participants were exposed to black and white screen
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backgrounds [4]. This ability to capture pupillary responses to changes in screen
luminance was confirmed by the authors, who also included assessment of the Gaze-
point GP3 system, and furthermore found both trackers capable of identifying pupillary
responses to cognitive workload [5].

Researchers from the Air Force Research Laboratory conducted a more in depth
performance comparison of two low-cost eye tracking systems (Eye Tribe and Tobii
EyeX) to three more expensive alternatives [6]. They primarily assessed accuracy and
precision of each system during a 9-min fixation task, but also provided data quality
measures, as defined by the amount of data samples dropped by each system. Their
analysis revealed that the low-cost trackers experienced more data loss than the higher
cost-systems, with percentages of useable data at approximately 78% for both low-cost
systems and between 90 to 100% useable data for the higher-cost systems.

The few evaluations that have been conducted to date have utilized short and
visually simple tasks, involving either static images or fixation points. Data loss was
typically reported in each study, but not discussed at length. This paper focuses
exclusively on data quality, or data loss, since the authors believe this is an issue that is
often overlooked but critical in determining whether low-cost eye tracking systems are
appropriate for use in research and across a variety of experimental protocols, including
longer tasks within visually complex environments.

Specifically, this paper presents data loss figures from the Gazepoint GP3 eye
tracking system across three separate experiments. Tasks across each experiment varied
in visual complexity and duration. The next section, Sect. 2, presents data from an
experiment comprised of several short and visually simple tasks. Section 3 presents
data from a longer, more visually complex experiment. Section 4 presents a technique
used to mitigate data loss and shows improved results after its implementation. The
final section discusses overall findings and provides suggestions for researchers
interested in using low-cost eye tracking.

2 Experiment 1: Data Loss Across Visually Simple Tasks

2.1 Method

Participants. Eye tracking data was collected from 25 participants (24 male, 1 female)
who were Naval and Marine Corps student pilots. They ranged in age from 22 to 29
(M = 23.76, SD = 2.24). An error occurred with one of the data files, so data from 24
participants are presented here.

Equipment. The Gazepoint GP3 eye tracking system was used to collect data from
participants. This system is recommended for use with single displays up to 24" and
provides data at a 60 Hz sampling rate. Data recorded includes a user’s left and right
pupil diameter (in pixels, corresponding to a fraction of the camera image size) and left
and right point-of-gaze (x and y-coordinates on the screen). The software also enables
capture of the location of each eye in 3D space, with respect to the camera, as well as
pupil size, all in meters. Fixation data (x and y-coordinates and duration) is also
available. The system provides binary “validity” values for the following measurements:
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left pupil size; right pupil size; left eye point-of-gaze (x and y screen coordinates); right
eye point-of-gaze; average point-of-gaze; and fixation point-of-gaze. The validity
parameter is coded as “l if the data is valid, and O if it is not.” [7]

Each eye tracking unit was centered immediately below a 17 inch monitor
(1280 x 1024 resolution), using Gazepoint’s tripod set up, as shown in Fig. 1. Eye
trackers were placed at approximately arm’s length distance from the participant, as
instructed in Gazepoint’s user manual. The appropriate distance is also verified using the
native calibration software controller, discussed below.

Fig. 1. Laboratory set up showing Gazepoint GP3 beneath a 17 inch monitor

Procedure. This experiment took place in a group setting in which participants were
seated at their own station, but beside other participants, as seen in Fig. 1. Data col-
lection occurred over two sessions. Upon arrival, participants were provided informed
consent documents. After giving consent, participants completed a brief demographic
survey and then began Gazepoint’s set up and calibration process. During set up, the
user is shown a screen that verifies the camera is well positioned to track both eyes (see
Fig. 2) and that the user is sitting at an appropriate distance. Distance is assessed by the
dot shown above the image of the face; the dot moves horizontally across the top of the
screen, shifting from red on the far left (user is positioned too far away from the
camera) to green within the middle of the screen (user is positioned well) to red on the
right (user is positioned too close to the monitor).

Each participant was verbally instructed to verify that their eyes were centered in
the images and that the distance dot was green and positioned close to the center of the
screen. If either was not true, they were told to move the camera and/or their body
position. Experimenters then verified each participant’s settings, after which partici-
pants were instructed to continue to the calibration. During calibration, participants
tracked a white dot around the screen to nine different locations, which were presented
ina3 x 3 grid pattern. At the end, participants were able to see their eye gaze rendered
on the screen in real time in order to qualitatively verify the accuracy of their
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@ Gazepoint Control x86

Fig. 2. Gazepoint GP3 setup screen showing a user correctly positioned in the camera’s view
and seated at an appropriate distance (Color figure online)

calibration. Participants were told to re-calibrate if their results were poor. Once cali-
bration was successful participants were asked to be aware of body position relative to
the tracker, however they were not reminded throughout experimentation.

Tasks. After calibration, participants were instructed to put headphones on and then
engaged in three consecutive tasks in the following order: Operation Span (OSPAN),
Direction Orientation Task (DOT), and Digit-Span Task. See: [3, 8, 9]; respectively, for
comprehensive descriptions of these tasks. Most importantly, each of the three tasks
required the participant to focus his/her attention in the center of the screen and all
input was provided by mouse clicks on the screen, so participants did not have to divert
visual attention away from the screen, to the keyboard. Each task took a variable length
of time to complete, depending on how quickly participants input their responses:
approximately 15 min for OSPAN; 6 min for DOT; and 14 min for Digit-Span. See
Fig. 3 for screen grabs of the response screen for each task. All three tasks had a limited
area in which relevant information was displayed and for purposes of this paper are
considered to be low in visual complexity.

2.2 Results

As previously mentioned, the data presented here will only address data loss. Table 1
shows the proportion of point-of-gaze quality samples that Gazepoint marked as
invalid. The correlation between pupil and point-of-gaze quality was very high, but
point-of-gaze quality was used for analysis, since it is the slightly more conservative
figure. Overall data loss represents the percentage of data where valid data from both
eyes were not available. Note the high variance in the average data loss percentages,
showing that some participants suffered much higher loss and others did much better.
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Fig. 3. Screen grabs from the OSPAN (top), DOT (middle) and Digit-span (bottom) tasks,
demonstrating visual simplicity of each task

Table 1. Percentage of left, right, and overall data loss across tasks

Task Task Monitor Left pupil % Right pupil % | Overall % data
duration size data loss data loss loss
Average | St. Average | St. Average | St.
Dev Dev Dev
OSPAN ~15 min 17" 20.59 20.79 [22.07 |21.50 [23.20 | 20.40
DOT ~6 min 17" 22.69 [27.14 |29.11 29.19 |31.60 |27.40
Digit-Span | ~ 14 min 17" 30.88 |31.35 [30.83 |30.22 |32.80 |31.10
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3 Experiment 2: Data Loss During Visually Complex Tasks

3.1 Method

Participants. Eye tracking data was collected from 19 participants (18 male, 1 female)
who were Naval and Marine Corps student pilots, ranging in age from 22 to 29
(M = 24.4, SD = 2.3). Each experiment had a unique set of participants; no participant
took part in multiple experiments.

Equipment. The Gazepoint GP3 eye tracking system was again used to collect data
from participants with the same set up as Experiment 1, except a 25 inch monitor
(2560 x 1440 resolution) was used for this experiment.

Procedure. This experiment took place in a group setting over two sessions. Upon
arrival, participants were provided informed consent documents. After giving consent,
participants completed a brief demographic survey and then began Gazepoint’s set up
and calibration process. Participants were given the same instructions for set up and
calibration as described in Experiment 1.

After calibration, participants were instructed to put headphones on and then began
a self-paced training session, which took approximately 35 min, and instructed them
how to interact with the Supervisory Control Operations User Testbed (SCOUT™).
After completing training, participants completed one twelve minute practice mission
followed by two thirty-minute missions. Half the participants received one mission
scenario first, while the other half received the other first.

Task. The U.S. Naval Research Laboratory developed SCOUT to investigate future
challenges operators will experience while managing missions involving multiple
autonomous systems. SCOUT contains representative tasks that a future UAV super-
visory controller will likely perform, assuming advancements in automation. The
Gazepoint GP3 system is integrated with SCOUT in order to gather a more complete
understanding of a user’s state, including attention allocation, mental workload, and
situation awareness, throughout a mission. SCOUT is available in a dual or single
screen version, but the single screen version (see Fig. 4) was used in this data col-
lection since the Gazepoint system does not yet reliably support use with multiple
screens. See [10] for an overview of SCOUT functionality.

Throughout a mission the participant’s primary responsibility was to determine
how to dynamically assign unmanned assets to different objectives. Specifically,
operators had to decide where to send each of their three UAVs to search for targets
with different priority levels, uncertainty and deadlines. In addition, operators had to
respond to requests for information and commands by typing in chat boxes. Finally,
they had to monitor and click on sensor feeds when potential targets were present, and
request access if they needed to fly through restricted airspace. Participants gained
points for finding targets and providing timely and accurate information, and lost points
for violating restricted airspace and missing potential targets on the sensor feeds. All
tasking was driven by pre-scripted scenario files. See [11] for more information on
research completed in SCOUT.
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Fig. 4. Interface of single screen SCOUT on a 25 inch, 2560 x 1440 resolution monitor

3.2 Results

This analysis will focus on data from the two thirty minute mission scenarios, and not
training or the practice scenario, since this is the data that would be of most interest for
all other analyses. Table 2 presents the average proportion of data loss that occurred
across all participants, broken out by the order in which they completed the SCOUT
mission scenario and by eye. Again, overall data loss represents the percentage of data
where valid data from both eyes were not available.

Table 2. Percentage of left, right, and overall data loss across tasks

SCOUT mission | Task Monitor | Left pupil % Right pupil % | Overall % data
order duration | size data loss data loss loss
Average | St. Average | St. Average | St.
Dev Dev Dev
#1 30 min 25" 50.4 26.5 |46.1 26.7 |58.5 27.5
#2 30 min 25" 50.2 28.4 |50.1 284 573 28.9

Figure 5 decomposes this data further into one minute increments, in order to
consider the impact of data loss over time. Here, the percentage of good quality data
(both eyes are being tracked), as opposed to data loss (in Table 2) is shown across the
two 30-min SCOUT missions.

Figure 6 shows a representative sample of data from eight participants, binned into
one minute increments, and across the two SCOUT mission scenarios. One can observe
that there are many instances where the data drops out for long periods of time and
sometimes reemerges for periods of time. There is also large variability across
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Fig. 5. Percentage of valid data each minute during the first and second SCOUT missions

individuals and does not appear to be an effect of time, where quality either improves or
deteriorates. We hypothesized these large fluctuations were attributable to shifts in
body position, outside of the head box of the eye tracker, which will be addressed in
Experiment 3.

4 Experiment 3: Data Loss Mitigation Technique

4.1 Method

Participants. Eye tracking data was collected from 41 participants (40 male, 1 female)
who were Naval and Marine Corps student pilots. They ranged in age from 22 to 29
(M =24.20, SD = 2.03).

Equipment. All equipment was the same as described in Experiment 2.

Procedure. Data collection took place in a group setting, over four sessions. After
giving consent, participants completed a brief demographic survey and then began
Gazepoint’s set up and calibration process, which was the same as in Experiment 1 and
2. Afterwards, participants put their headphones on and performed two brief baseline
assessments, to assess accuracy and precision of the eye tracker and measure individual
pupil size responses, both of which lasted only a few minutes. Next, participants
completed an approximately five minute long digit-span task. This task was similar to
the digit-span task run in Experiment 1, but included fewer trials. Following the
digit-span task, participants completed the self-paced SCOUT training followed by the
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Fig. 6. Sample of eight participants’ percentage of valid data, by minute, across the first and
second SCOUT missions

twelve minute practice mission and one thirty-minute SCOUT mission. Afterwards
they completed the baseline and digit-span tasks a second time.

Data Quality Checks. The SCOUT mission that participants experienced in Experi-
ment 3 was different in one respect from Experiment 2: it included an additional eye
tracking data quality check. These quality checks were appended to five pre-scripted
workload freeze probes, which took place at approximately 6-—7 min intervals
throughout the SCOUT mission. Specifically, quality checks took place at the fol-
lowing mission clock times: 1:12, 7:25, 13:47, 20:28, 28:31. Quality checks comprised
a position and accuracy assessment.

Position Assessment. Figure 7 shows the screen which participants encountered during
the position assessment. Here, participants were instructed to position themselves in
their chair so that the two green clusters of dots, which were being drawn on the screen
in real time, fell within the bounds of the inner green rectangle. These dots
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Fig. 7. Position assessment screen prior to recording, with a user’s eyes positioned correctly
within the green rectangle (Color figure online)

corresponded with the position of the eyes and essentially ensured that the user was
positioned at an appropriate distance from the tracker, and that they were centered with
respect to the tracker. Once participants’ data fell within the green box, they were told
to hit the start button, which would attempt to collect 300 samples, or 5 s, of contin-
uous data, of which 75% or more had to be valid data for both eyes. The task continued
until the eye tracker was able to collect the 5 s of good data.

Accuracy Assessment. After completing the position task, participants began the
accuracy assessment task. Here, participants were instructed to look at the center of the
target, shown in Fig. 8, and press start when they were ready for recording to begin.

Fig. 8. Accuracy assessment screen showing two examples. Left image shows poor accuracy
where the participant is told to consider recalibrating or redo the test. Right image shows
acceptable accuracy and the user is told to continue. (Color figure online)
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The recording collects 120 samples, or 2 s, of data which are rendered in black in real
time on the red target. After data collection was complete, the average gaze location
and one standard deviation of error were drawn as an ellipse on the screen. The
participant was then informed either that their data accuracy was good and they may
continue to SCOUT, or if accuracy was poor the user was given the option to either
recalibrate the eye tracker or repeat the assessment.

4.2 Results

The data presented here will focus on the one thirty minute mission scenario, as in
Experiment 2, but also includes data from both digit-span tasks as a point of reference
and comparison to Experiment 1. Table 3 presents the average proportion of data loss
that occurred across all participants. Note that the digit-span task did not include any

Table 3. Percentage of left, right, and overall data loss for experiment 1 and 2

Task Task Monitor Left pupil % Right pupil % | Overall % data
duration size data loss data loss loss
Average | St. Average | St. Average | St.
Dev Dev Dev
Digit-Span | ~ 10 min 25" 27.10 21.20 |27.60 21.10 |31.90 22.40
SCOUT |30 min 25" 21.90 22.40 |21.90 22.20 |26.70 23.20
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Fig. 9. Percentage of valid data each minute during the SCOUT mission
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data quality checks and that the percentage of overall loss for this set of participants
was within one percentage point of the group from Experiment 1. This suggests that
there was nothing unique about this set of participants that could have resulted in better
eye tracking data. Additionally, the increase in monitor size did not impact the data.
Also note the large improvement in the percentage of data loss during the SCOUT
scenario: down from approximately 58% in Experiment 2 to approximately 27% here.

Figure 9 presents the aggregate SCOUT data in one minute increments, again, to
consider the impact of data loss over time. Here, the percentage of good quality data
(both eyes are being tracked), is shown across the 30-min SCOUT mission.

Figure 10 shows a sample of data from eight participants, binned into one minute
increments, and across the SCOUT mission scenario. One can observe a large
improvement in the data quality for most participants, however, participant 170120 still
experienced immense data loss. This general improvement in the data quality of par-
ticipants can also be seen in the smaller standard deviation in data loss from
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Fig. 10. Sample of data from eight participants, binned in one minute increments, across the
SCOUT mission
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Experiment 2 to Experiment 3 (~28.90 to 23.20). Figure 11 shows the variability in
data quality across all participants for the entire SCOUT mission. Note two individuals

C. Sibley et al.

who had close to zero percent good quality data.
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Fig. 11. Percentage of good data by participant across the SCOUT mission

5 Opverall Results

For ease of comparison across the three experiments, Table 4 shows the overall per-

centage of data loss for each experiment, by task.

Table 4. Percentage of left, right, and overall data loss across tasks

Study # Participants | Task Task duration | Monitor size | Overall % data

loss

Average | St. Dev
Experiment 1 | 24 OSPAN ~ 15 min 17" 23.20 20.40
Experiment 1 | 24 DOT ~6 min 17" 31.60 27.40
Experiment 1 | 24 Digit-Span | ~ 14 min 17" 32.80 31.10
Experiment 2 | 19 SCOUT #1 | 30 min 25" 58.50 [27.50
Experiment 2 | 19 SCOUT #2 | 30 min 25" 57.30 28.90
Experiment 3 | 41 Digit-Span | ~10 min 25" 31.90 22.40
Experiment 3 | 41 SCoOUT 30 min 25" 26.70 |23.20
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6 Discussion

Data collected from Experiments 1, 2 and 3 provided information on data loss from the
Gazepoint GP3 system across a range of tasks. Tasking varied in both duration and
visual complexity, requiring participants to focus primarily in the center of the screen
or spread attention across the entire screen. Tasks in Experiment 1 were visually
simple, while the SCOUT environment required participants to actively scan the entire
display. Analysis from Experiments 1 and 2 revealed a significantly higher rate of data
loss in the visually complex experiments. Furthermore, and contrary to initial
assumptions, data quality did not systematically degrade over time. This finding sug-
gests that visual complexity, rather than task duration, has a larger impact on data
quality for tasks under an hour in length. The requirement to scan large areas of a
screen likely perturbed participants’ body positions with respect to the eye trackers,
causing participants to fall outside the bounds eye tracker’s head box. This finding
motivated the inclusion of a data quality check in Experiment 3.

Utilizing an eye tracking data quality check at approximately 7 min intervals
throughout the SCOUT scenario drastically improved the quality of data collected in
Experiment 3, as compared to Experiment 2. Comparison of Figs. 5 and 9 show that
the data at the beginning of the SCOUT mission in Experiment 3 was, on average, of
higher quality than compared to Experiment 2. This is likely attributable to a quality
check being presented during Experiment 3’s practice scenario, which participants
completed before the thirty minute SCOUT mission. The quality check successfully
helped mitigate data loss, although it is not clear whether this was due to a greater
awareness of maintaining appropriate body position, or whether it helped simply regain
the appropriate position. Future studies will investigate use of a quality check which is
triggered by a period of poor data quality, instead of utilizing pre-planned checks at
specific time increments, even if data quality is high.

These results have widespread implications for researchers interested in utilizing
eye tracking technologies for research. Although low-cost eye tracking systems are fast
and easy to set up and use, the amount of data loss can be high if not carefully
monitored and remediated (e.g., even simple solutions, such as using non-reclining
chairs without wheels can have a large impact on data). Furthermore, the data loss was
not uniformly distributed across time within participants; participants generally had
lengthy periods of good data interspersed with lengthy periods of bad data. If, for
example, half the data were present each minute, this might not be as problematic for
some analyses, however, when several minutes of data is missing, it is highly ques-
tionable to employ techniques to deal with dropped data, such as linear interpolation.
Therefore, the authors suggest researchers consider using a data quality check during
experimentation. In addition, we suggest utilizing stringent cut-offs for determining
inclusion of data, and consider each individual’s data independently before determining
whether it is appropriate to use for specific analysis purposes. Additionally, data loss
figures should be presented for other researchers to assess.

In order for eye tracking to be an effective tool for research, it must be possible to
employ in a truly unobtrusive manner and not inadvertently become a focal point of an
experiment, which may add confounds. Future research will investigate how to further
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improve data quality in the least invasive manner possible. Overall, these results add to
the corpus of literature showing that low-cost eye tracking has great promise for use in
human subject experiments, but that data quality should also be carefully considered.
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