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Abstract. This study has proposed an idea of remote individuals’ connection
through augmented tele-presence systems called ARM-COMS (ARm-supported
eMbodied COmmunication Monitor System). ARM-COMS is composed of a
tablet PC and a desktop robotic arm. The table PC in ARM-COMS is a typical
ICT (Information and Communication Technology) device and the desktop
robotic arm works as a manipulator of the tablet. ARM-COMS has three types of
functions; namely, autonomous positioning (AP), autonomous entrainment
movement (AEM), and autonomous entrainment positioning (AEP), which are
the key to connect the remote individuals. This paper mainly focuses on AEM
function, which was implemented using a three-steps of control approach,
including face detection, landmark detection and face orientation estimation.
Reviewing the experimental results using a prototype system based on the three-
step approach, the feasibility of this control procedure will be discussed.
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1 Introduction

ICT (Information and Communication Technology) technologies has the potential to
further enhance a good communication. TV phone is regarded as a tool in SF movies in
the old days. However, the time changed so fast that WiFi based video communication
tool is one of the convenient tools which can be available to any of us [1]. On the other
hand, it addresses the two types of critical issues, or the lack of tele-presence feeling
and the lack of relationship feeling in communication [4].

One of the solutions to the former issue is proposed by several ideas of robot-based
remote communication systems; such as physical telepresence robots [8, 21], or an idea
of anthropomorphization [13]. Distance communication is supported by the basic func‐
tions of physical tele-presence robots, such as face image display of the operator [14],
as well as tele-operation function such as remote-drivability to move around [9], or tele-
manipulation [9]. However, it is recognized that a gap between robot-based video
communication and face-to-face one have not been narrowed yet.
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Recently, a new challenge has been undertaken by an idea of robotic arm-typed
systems [24]. For example, Kubi [11], which is a non-mobile arm type robot, allows the
remote user to “look around” during their video communication by way of commanding
Kubi where to aim the tablet with an intuitive remote control over the net. Furthermore,
an idea of enhanced motion display has also been reported [15] to show its feasibility
over the conventional display. However, the movement of human body as a non-verbal
message from a remote person is still an open issue on robotic arm-typed systems.

Considering the physical entrainment motion in human communication [23], this
research challenges the two issues, which are the lack of tele-presence feeling and the
lack of relationship in communication [5]. This paper focuses on AEM function, which
was implemented using a three steps of control approaches, including face detection,
landmark detection and face orientation estimation, of which procedure is also presented
in this paper. Reviewing the experimental results using a prototype system, the feasibility
of this control procedure will be discussed.

2 Overview of ARM-COMS(ARm-Supported eMbodied
COmmunication Monitor System)

2.1 System Overview

ARM-COMS is composed of a tablet PC and a desktop robotic arm. The table PC in
ARM-COMS is a typical ICT (Information and Communication Technology) device
and the desktop robotic arm works as a manipulator of the tablet, of which position and
movements are autonomously manipulated based on the behavior of a human user. This
autonomous manipulation is controlled by the head movement of a master person, which
can be recognized by a portable device, such as a Kinect [10] sensor, or a general USB
camera, and its detected signals are transferred to the PC under which ARM-COMS is
controlled.

A prototype system of ARM-COMS is shown in Fig. 1, where a 5-DOF robotic arm
is the key manipulator which controls the movement of table PC. The robotic arm can
be controlled by the acceleration sensor attached to the human subject [6]. Feasibility
experiments in remote communication with/without ARM-COMS were conducted and
its positive effects were recognized. Since the physical sensor was attached to the human
subject in this prototype, non-contact type of motion sensor was also tested based on the
hand gesture manipulation [7]. Using a hand gesture, which is based on more wide range
of movement, motion control of ARM-COMS was analyzed. As the result of experi‐
ments, ARM-COMS could mimic the hand gesture motion based on the motion sensor
control, using the three types of hand gestures which shows nodding, head-shaking, and
head-tilting of head gesture.
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Fig. 1. Overview of ARM-COMS

2.2 IT/IA Modes with AP/AEM/AEP Functions of ARM-COMS

ARM-COMS operates as an intelligent ICT system in IT-mode as well as an intelligent
avatar system in IA-mode (Fig. 1).

Considering the user’s physical position, AP (Autonomous Position) function of IT-
mode enables the tablet PC autonomously and automatically to take an appropriate
position towards the user (Challenge 1). For example, ARM-COMS moves the tablet
PC closer to the user when a phone call comes in.

ICT devices allow us to communicate with others over the network. However, there
is a significant difference in communication between the face-to-face communication
and the video communication. It is reported that sharing the same physical space and
atmosphere among the participants typically plays a key role in human communication.
Since the entrainment is associated with physical movement of a person [20], AEM
(Autonomous Entrainment Motion) function of IA-mode enables physical movement of
the tablet PC during remote communication for entrainment acceleration by mimicking
the head movement of its master person (Challenge 2).

In addition to the head movement of a remote person, AEP (Autonomous Entrain‐
ment Position) function of IA-mode enables to express of relationship between the
persons by the determination of appropriate distance (Challenge 3).
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3 Image-Based Motion Control of ARM-COMS

A prototype of ARM-COMS system has been developed to study the feasibility of the
head motion control based on the video image [18]. The prototype system adopts a table-
top 5 DOF robotic arm, which is controlled by a microcontroller using simple commands
based on gesture signals from an USB camera. The prototype is designed to mimic the
basic human head motion as the AEM function, which is one of the challenges of ARM-
COMS as mentioned in the previous session.

Previous paper [7] reports the hand gesture motion using ARM-COMS based on the
finger motion sensor control [12], where ARM-COMS mimics the hand gesture based
on the signals from the sensor. This type of finger motion control sensor is a non-contact
type and easy to use. However, it is not so convenient for the user to prepare a special
sensor, which is required to detect the hand motion. Therefore, in this experiments, head
motion of a human subject was traced by a general USB camera, which generates the
control code of AMR-COMS to mimic the head motion. Focusing on the two types of
typical human head gestures, namely, nodding motion for affirmative meaning and head
shaking motion for negative meaning, the experimental setup was designed as shown in
Fig. 2.

Fig. 2. Configuration of ARM-COMS prototype
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Face detection procedure of a prototype of ARM-COMS is based on the algorithm
of FaceNet [19], which includes image processing library OpenCV 3.1.0 [16], machine
learning library dlib 18.18 [2], and face detection tool OpenFace [17] which were
installed on a control PC with Ubuntu 14.04 [22] as shown in Fig. 2. Using the input
image data from USB camera, landmark detection is processed.

The control procedure is based on the following three steps, which include the face
detection, the landmark detection and the face orientation estimation.

The face detection narrows the face area captured by the USB camera. Using an
extracted face image by open CV library [16], outline contour of the face is generated
as shown in Fig. 3, which is used in landmark detection in the second step.

Fig. 3. Face extraction

The landmark detection captures the 68 landmarks defined the face as shown in
Fig. 4. This facial landmark detection of 68 points is detected using dlib library [2].

Fig. 4. Landmark detection

The face orientation estimation determines the orientation of the face. OpenFace [17]
enables the calculation of rotational angles of roll-pitch-yaw by three dimensional co-
ordinates of landmark points based on a perspective n-point (PnP) techniques as shown
in Fig. 5.

Then control codes using roll-pitch-yaw angles are sequentially generated and trans‐
ferred to ARM-COMS via serial sockets connecting the PC and the controller.

Head-motion of a human subject is detected and traced according to the movement
of the subject. In order to evaluate the traceability of ARM-COMS, motion control
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experiments were conducted. Figure 6 shows the snapshot of experimental set-ups. A
magnetic receiver A (Fastrak RX-2 [3]) is attached to the head of human subject and
another magnetic receiver B is attached to the ARM-COMS. The movements of the head
motion and ARM-COMS motion were detected simultaneously and recorded through
the magnetic transmitter (Fastrak TX-2 [3]). A USB camera (Buffalo BSW20K04H)
captures the image of human subjects during the experiments. A desktop PC (Windows
7/64) was used for the data collection, whereas a laptop pc (Ubuntu 14.04) was used for
ARM-COMS control.

Fig. 6. Experimental setup

Fig. 5. Face orientation
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Experimental procedure:

Step 1: Three nodding with over a period of one second each, followed by another three
nodding with over a period of two seconds each, and another three nodding
with over a period of three seconds each.

Step 2: Three head shaking with over a period of one second each, followed by another
three head shaking with a period of two seconds each and another three head
shaking with a period of three seconds each.

Figure 7 shows the nodding gesture in head motion. The red line shows the time
series variation of head angles in nodding gesture conducted three times in a consecutive
manner, whereas the green line shows time series variation of pitch angles of the corre‐
sponding ARM-COMS motion. The graph shows that ARM-COMS mimics the head
nodding motion quite well.

Fig. 7. Analysis of nodding motion (Color figure online)

Figure 8 shows the head shaking gesture of head movement. The red line shows the
time series variation of head shaking gesture conducted three times in a consecutive
manner, whereas the green line shows the time series variation of corresponding ARM-
COMS motion. As seen from the graph, the ARM-COMS mimics the head shaking
motion very smoothly.
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Fig. 8. Analysis of head shaking motion (Color figure online)

4 Concluding Remarks

This study proposes an idea of human-computer interaction through remote individuals’
connection with augmented tele-presence systems called ARM-COMS (ARm-
supported eMbodied COmmunication Monitor System). This paper shows a prototype
of active display monitor for ARM-COMS with the two types of modes, or IT-mode
and IA-mode. Considering the three challenges using the basic functions, or AP, AEM
and AEP functions, this paper focuses on image-based motion control of tablet PC held
by ARM-COMS to evaluate the feasibility of AEM function. The results of experiment
show the feasibility of head motion control based on the image-based active control for
AEM function of ARM-COMS.
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