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Abstract. By analysing cyber-security as a private protection mar-
ket, and linking it with technological aspects and the dominating risk-
environment, valuable insights into its workings can be gained, par-
ticularly when it comes to non- or semi-technical factors. Using high-
granularity, empirical interview data (n = 140) as input, this paper
presents insights about trust, signalling and cooperation among practi-
tioners in the context of a complex field. At the moment, trust-building
in the cyber-protection business is very personalised. Due to complex-
ity and uncertainty, cooperation is based on social networks and reputa-
tion, while institutional signals are less significant than in other high-risk
areas. While more research is necessary to unpack this issue, the analysis
provides some understanding of how the field and technological aspects
shape protection-market conditions, and how preferences regarding sig-
nalling and assessment change in practice according to the actors and
organisations involved in a given situation. Evaluating other actors is
generally based on above-mentioned personal factors, rather than insti-
tutional signalling.

1 Protection and Cooperation in IT-Security

IT-Security is complex, decentralised, and predominantly privately ordered
[1, p. 13], [2, p. 272]. This makes judging other actors, human and organisational,
an important aspect of IT-Security provision. This paper draws from analyti-
cal sociology [3–5], signalling theory [6–8], and studies about protection-markets
[9–11] to contribute an understanding of trust-building in cyber-protection that
is focussed on the human side of the equation. If tasks are diverse and actors
depend on each other to ensure overall functionality, both within and across
organisations, organic conditions are given [12, chap. 3], [13, pp. 315ff], [14,
pp. 19ff]. This means that different centres of expertise must cooperate to keep
the system running. Information technology and security are a prime example
for such conditions: Actor A, Alice, requires her machines and networks to run
smoothly, and consequentially must be confident that other actors, e.g. Bob (B),
behave as promised or expected. Alice has two ways to build confidence: control
or trust [15, p. 4].
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The traditional strategy in modernity has been control-focussed and bureau-
cratic, guaranteeing compliance through audits and standardisation [13, pp.
14ff], [16, pp. 6–8]. Institutional trust, embodied in rules [13, p. 68], is given
to regulators, which govern a certain domain by testing, auditing, and certifying
products and people [15, p. 32], [16]. This top-down system is based on uni-
formity and non-dyadic system trust [14, pp. 16–17]. Control-strategies increase
predictability by reducing individual agency and expectable errors [17, p. 128],
which helps to mitigate anticipatable risks [18]. Yet, rigid regimes struggle with
Unknown Unknowns [19, p. 335] that are common in IT-Security due to the
complexity of interconnected components and systems: Alice is confronted with
a nearly unlimited number of (potential) threats and weaknesses. With third
party enforcement – e.g. by states – currently lacking, cybersecurity is defensive
and specific: cyber-protectors use counter-measures that are difficult to test and
never perfect [20, p. 208]. The strongest security solution wins, while the weakest
link, if human or technological, defines system security [20, p. 114].

To succeed in building and maintaining a functional security architecture,
cyber-protectors, i.e. those individuals actively trying to prevent harm by ensur-
ing confidentiality, availability, and integrity,1 and their clients must cooper-
ate [21, p. 239], [22, pp. 27ff]. This setup demands interpersonal or intra-
organisational trust between high-level experts. Generally, managing and antic-
ipating risks, securing systems, and evaluating people are uncertain processes,
based on internalised learning processes and heuristics [18], [23, p. 24], [24, p.
40], [25] but in IT-Security, the trust game is particularly difficult: First, cyber-
attacks and vulnerabilities are usually harder to detect than physical ones. Sec-
ond, networks grow and evolve quickly, escaping standardisation. Inapprecia-
ble disparities can compromise networks, while one vulnerable component can
affect millions of machines and users (e.g. Hearthbleed bug). Third, alongside net-
works and systems, attack- and defence-strategies change rapidly, causing ever-
unfolding imbalances [20, pp. 73ff, p. 89]. Last but not least, cyber-protection
is necessarily multi-dimensional. Various resources and types of expertise are
needed to establish protection.

In consequence, collaboration and using other people’s work is the only ratio-
nal option to reach an acceptable level of security: trusting Bob reduces the sce-
narios Alice must take into account. For example, if Alice is sufficiently confident
that Bob’s code is error-free, she will discard some attack-scenarios. To gain this
sufficient confidence in Bob’s abilities and trustworthiness, Alice, as assessor,
interprets signals emitted by Bob, signals emitted by others about Bob, and
recorded past signals to form her beliefs about him. Based on this imperfect
information and the given situation, Alice judges if Bob is sufficiently unlikely
to defect or fail in future cooperation, i.e. she forms

a hypothesis of future behaviour that is located between knowing and not know-
ing, but an assumption held with enough confidence to base practical action on.
[26, p. 346]

1 e.g. Analysts, Penetration Testers, Security Architects.
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Yet, as Alice starts trusting, her dependence becomes a risk; and while
trustworthy entities do not fail, failing trusted entities compromise security
[27, p. 13]. In consequence, Alice will try her best to cooperate with actors
that are both trustworthy and sufficiently skilled. Much work has been done in
the security field about managing trust but trust and trust-building, particularly
in the social realm, have remained black boxes [3, pp. 27ff]. This paper discusses
one important aspect, namely how signalling and assessment-processes feed into
beliefs [24, p. 29]:

How can an agent, the receiver, establish whether another agent, the signaller,
is telling or otherwise conveying the truth about a state of affairs or event, which
the signaller might have an interest to misrepresent? And, conversely, how can
the signaller persuade the receiver that he is telling the truth, whether he is telling
it or not? [28, p. 168]

In line with the theory [13,14,23,29–31], it seems that market conditions and
technological aspects in cyber-security increase the importance of trust vis-à-vis
control. Cooperation-ties with autonomous experts in critical fields are always
hazardous [32, p. 214], but particularly so in security, where protectors need a
lot of privileges and insights. In IT-Security, testing prowess is difficult for a vari-
ety of reasons, as institutional signalling or embeddedness are usually deficient
[33]: many cyber-protectors lack official certifications and there are no strong
associations with signalling power between officially sanctioned certifications or
memberships, and the individual, hidden properties of sufficient skill and par-
ticularly trustworthiness. Thus, this paper hypothesises:

H1a A more individually-focussed process than in other high-security, high-
discretion sectors is expected.

H1b Actors will prefer personal and network-based assessment over
institutionally-based signals.

H1c Homophily, continued interaction and reciprocity will strengthen ties.
H2 Reputation is central, as demonstrating fundamental qualities is costly

(skill) or impossible (trustworthiness).

2 Methodology

This paper is based on 140 research interviews with cyber-protectors, whose
identities cannot be revealed. Individuals were sampled from a variety of indus-
tries and countries. In terms of experience and skill, the main focus was on
people with considerable experience (five years or more) and/or expertise. Nev-
ertheless, some less experienced individuals were interviewed to avoid an overly
biased sample. In terms of geography, most interviewees were either European
or from North America, with some people from Latin America, and fewer Asians
and Africans. Most people in the sample work for smaller employers, particularly
penetration testers and consultants, while some, for example security architects,
predominantly worked for large corporations. Interviews were in-depth and com-
prehensive, usually taking between 45–70 min.
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Due to the aims of this paper, expert interviews were the most suitable
data source. Yet, the interviewees represent a small, potentially non-random
sample of the target population [34, pp. 56–59], [35, p. 124] and thus external
validity is difficult to establish. Due to misrepresentation and misunderstand-
ings, the findings could therefore be affected by systematic measurement errors
[35, p. 156]. On the other hand, expert interviews are most appropriate. Firstly,
personal contact was necessary to establish trust and legitimacy [34, pp. 64–65].
Second, the microanalysis of processes [36, pp. 58–59] requires dialogue, like the
use of examples and hypothetical scenarios. Third, as this study tries to develop
a model and understanding [17, p. 4], [32], empirical evidence directly feeds into
the model, requiring interactivity and flexibility [36, p. 98]. Fourth, the research
problem is multi-faceted [37, p. 190], which, at the outset, is best approached
qualitatively [34, see p. 8]. Internally, conclusions seem valid: people in different
positions, companies, and fields from a variety of different backgrounds presented
similar interpretations of the field, which were also in line with the sociological
and security literatures [38, see pp. 312–315].

The interviews focussed on the questions of trust and cooperation. The main
goal was to grasp the way the interviewees tried to ensure that they were work-
ing with trustworthy contacts, and exploring how they would go about find-
ing individuals with specific skills. For example, how would they try to get a
feel for another person, what would they do to avoid being manipulated or
conned, what types of information would they focus on, and where would they
acquire this information? The main focus of the analysis was then to under-
stand the perceptions and preferences of the interviewees but also to develop a
basic, yet functional model of how these perceptions influence decision-making
when it comes to hiring and cooperation. This was achieved using a Content
Analysis methodology, i.e. by systematically interpreting, coding, systematis-
ing, and finally quantifying the interpretations and preferences expressed in the
interviews.

3 Model and Findings

3.1 Main Assessment Factors and Decision Model

Cyber-security is a complex market with little external enforcement, which
influences what actors consider subjectively rational [32, p. 136]. As in Spence
[39, pp. 360–361], [40, p. 455], non-cooperation is an option per individual evalu-
ation process but actors must choose someone and determine their trustworthi-
ness correctly. Decisions result from belief-based, rationalising thought-processes
[41, p. 4], within the limits imposed by empirical reality. The data indicate that
cyber-security experts do actively research and weight different kinds of evidence
and signals to decide if they want to cooperate. Formally, the decision to coop-
erate (D) is based on the believed probability p of success times the expected
benefits, minus the probability (1−p) of failure multiplied by the expected costs
[42, see p. 394], and [32, chap. 9]. As this is a decision making process, p is not
equivalent to the real probability, but represents beliefs. The assumed probability
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of success is based on a function (f) of the assessment of skills and trustwor-
thiness, with C denoting confidence-levels. Both confidence levels, CSkill and
CTrustworthiness, are based on beliefs resulting from signals received.

DCooperation = (p × Benefits) − (1 − p × Costs)

with

p = f(CSkill × CTrustworthiness)

The interviews show that CSkill and CTrustworthiness are dependent on eight
main factors, of which some are more decisive than others, yet further research
is needed to understand and analyse their relative importance in different situ-
ations.

– Intentional Signalling, i.e. what actors tell others openly through speech, writ-
ten text, or otherwise.

– Unintentional Signalling, i.e. signals sent out unwillingly, e.g. signs of stress,
accent, habitus.

– Interpersonal Histories, i.e. a shared past with the assessee.
– Official Qualifications, e.g. degrees, certifications.
– Artefacts, i.e. remainders of activity on the internet, e.g. published papers,

blogs, or code on github.
– Professional Associations, e.g. membership in the (ISC)2.
– Group Affiliations, e.g. ex-hacker, ex-criminal, nationality, etc.
– Social Networks, e.g. shared professionals contacts, or friends.

The interviews further indicate that the weighting of these factors is variable:
personal preferences (α) regarding different signalling types (δx), organisational
preferences or rules (β), and situational factors (γ) influence the way the assess-
ment is made. While input signals and evaluation procedures differ, the function
is the same for both CSkill & CTrustworthiness.

C = (α1 + β1 + γ1) × δIntent.Sig. + (α2 + β2 + γ2) × δUnintent.Sig.

+ (α3 + β3 + γ3) × δInterpers.Hist. + (α4 + β4 + γ4) × δQualifications

+ (α5 + β5 + γ5) × δArtefacts + (α6 + β6 + γ6) × δProf.Assoc.

+ (α7 + β7 + γ7) × δGroupAff. + (α8 + β8 + γ8) × δSoc.Netw.Sig.

The outcome C would be an assumed trustworthiness- or skill-level, ranging
from absolute confidence to none.2 How strongly preferences and external factors,
α, β & γ, influence the overall multiplicator depends on the relative power of their
source: bigger organisations are more influential in rule-setting, while powerful
individuals have more discretion.

Unlike in other domains, usually influential aspects, like demographic factors,
locality, and nationality3 are not salient. However, interviewees note that it is
2 With

∑
α1−8 = αtotal.

3 With some exceptions.
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easier for them to judge socially similar actors [43, p. 435]. Dyadic homophily
increases inter-personal understanding but also the likelihood of having access
to triadic relationships, which directly or indirectly, passively or actively vouch
for the other party. Second, market-conditions and interactions are formative,
unlike nationality or geographical location. Generally, cyber-protectors prefer
evidence-based trust, or at least an approximation thereof; a lack of contrary
evidence [6, p. 234] is not enough. As hypothesised, the process among experts
is very individualised and specific. Someone doing general website-security can
accept higher risks than cyber-protectors of a defence company; the latter’s
confidence, C, must be much higher to accept cooperation.

3.2 Illustrative Example

Let it be assumed that Alice is an IT-Security professional who requires Bob’s
services, specifically his expertise in cryptography. Alice herself is specialised in
computer networking and does not have the needed expertise, nor the time and
resources to obtain them. Alice who works in a small security consultancy will try
to find suitable candidates within her close social network, preferably someone
she already knows personally and has worked with in the past. That failing, Alice
will try to find Bob within her wider social network, i.e. asking her contacts for
recommendations and ideas, with a preference for those colleagues and friends
that she knows best and trusts the most. Based on these recommendations from
the social network, Alice could then draw up a short-list, again with a strong
preference for people she already knows, or people that her most trusted contacts
know and can vouch for.

In all likelihood, Alice will try to gain insight into Bob’s work; e.g. if he
has published papers or code online, scanning these artefacts for evidence of
Bob’s skill. In addition, she may read and analyse his communications, say on
an online forum to get a better feel for him. Interviews are likely to be signifi-
cant to Alice, both to listen to what Bob has to say, and to test him as much
as she can. As the interviewees report, good questions and challenges will pro-
voke insightful answers that allow them to get a good grasp of candidates and
potential partners. Face-to-face encounters are also important to Alice. These
create many unintentional signals that Alice can analyse. What Alice would be
looking for specifically depends on the situation (γ) and preferences (α, β) but
she will likely focus on signs of betrayal, on the (in-)ability to work under stress,
and on inconsistencies in what is being said and Bob’s non-verbal signalling, i.e.
his behaviour more generally. Group affiliations are usually less important as
signals but may be relevant, particularly if Bob has a background that could be
associated with criminality or foreign powers.

All these signals and factors would also play into the selection of doctors,
pilots, or lawyers. The main difference is that in these cases, there would
be an un-circumventable pre-selection rule-set related to officially sanctioned
qualifications like degrees, and professional associations, e.g. boards, which are
based on testing and/or other conditions of membership. Cyber-protectors often
struggle to demonstrate their prowess in the way that other professions can.
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Unlike cyber-protectors, surgeons can refer to photographic evidence, pilots can
show their service and training record, and lawyers can refer to cases they have
won. This lack of powerful signalling devices in IT-Security is due to strong
secrecy specifications and non-disclosure agreements, and because there are no
general pre-selection rule-sets as in areas like medicine or law.

While it is true that some positions require certain credentials, commonly
the CISSP, the interviewees did not discuss this aspect in much detail. Rather,
they expressed the opinion that a CISSP can be held by individuals with little
skill, due to its high-level, theoretical nature. Another aspect that was only
discussed in passing were security clearances and background checks. Firstly,
most interviewees were or are employed in private industry, and those that had
been cleared or checked did not consider this an important element of assessing
other people when it comes their trustworthiness or skill. Rather, they saw this
as a necessary step after their selection had been made to confirm eligibility,
satisfy requirements, and mitigate risks going forward.

Last but not least, it is important to note that Alice’s preferences may be
overwritten by her organisation, or the situation. Due to the regulative envi-
ronment, compliance likely trumps security in an organisational context. While
such requirements were often considered to have only limited impact on actual
security and trustworthiness, they do increase the salience of certifications in
the selection process. If problems arise, the ability to present credentials and
demonstrate due diligence may be more important than a functional security
environment. Thus, the objectives of security actors are potentially in-congruent
with the aims of their employer. Alice’s situation is also crucial to the evaluation
process: the more pressing the circumstances and the higher the payout vs. the
potential losses, the more leeway she will – or be ordered to – allow. Particu-
larly in combination with above-mentioned organisational requirements, this can
lead to incentives and strategies that are unaligned with the goal of increasing
security.

3.3 Hypotheses and Empirical Insight

It is nearly impossible to unequivocally signal trustworthiness or skill in the pro-
fessional sphere of IT-Security, as cheating is comparatively easy and because
there is little enforcement in general. With institutional signals that dominate
other professional fields being largely absent, the evaluation of alters is mainly
individual and specific, on a case-by-case basis (H1a&b). Having, and retaining, a
good reputation is immensely important (H2) and security professionals strongly
prefer using their social networks and contacts to find new colleagues or part-
ners. As expected in more or less any social network, homophily (H1c) facilitates
trust-building. The sources indicate that they have an easier time gauging indi-
viduals from backgrounds similar to their own. Yet, they claim – and appear
– to not exclude individuals based on their nationality, past, or other types of
group belonging. In contrast to other high-risk domains, assessment appears
to be more thorough and personalised, while control efforts appear less useful.
Yet, more research is necessary to explain and link the factors presented above.
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The reasoning behind interviewees’ preferences appears to be associated with
the uncertainties experts face due to the lack of trusted institutions or enforced
regulation regimes.

4 Conclusion

At this time, protection in cyberspace is necessarily private, defensive and par-
ticular, as there are no authoritative institutions that can settle disputes and
enforce decisions. Technology and the cyber-protection market condition the
importance of trust and reputation, and strongly influence the way trust is
assessed and signalled in the field. When hiring an accountant or doctor, the
foremost criterion is official recognition. For most IT-Security professionals in
the sample, this pre-selection criterion is usually absent.

In the technological realm, confidence-building is based on control and trust.
Yet, socially and among experts in particular, control is often difficult to employ
as a guarantor for compliance. Trust can hardly be replaced, due to IT-Security’s
complexity and interconnectedness: there is no other way but to trust complex
technical systems, contractors, one’s own team or employees, as well as the gen-
eral infrastructure. The interviews are congruent in supporting the hypotheses:
the evaluation and testing of other actors is based on personalised processes,
reputation seems to matter a lot, and the eight factors described are considered
central. As underlined, further research is necessary to unpack the concepts, their
relationships, and interconnectedness, as well as their relative importance in dif-
ferent situations. In many ways, trust-building in cyber-security appears to be
procedurally similar but more extreme than trust-building elsewhere. In a nut-
shell, cyber-protectors prefer and are compelled by the IT-security domain to find
out whom to work with by thoroughly looking into every possible co-operator,
their past, their available work and skills, as well as their social networks. How-
ever, fully understanding how assessment in the sector could be streamlined or
improved would necessitate further research into this area.
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