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Abstract. The idea that the internet may enable an individual to become rad-
icalized has been of increasing concern over the last two decades. Indeed, the
internet provides individuals with an opportunity to access vast amounts of
information and to connect to new people and new groups. Together, these
prospects may create a compelling argument that radicalization via the internet
is plausible. So, is this really the case? Can viewing ‘radicalizing’ material and
interacting with others online actually cause someone to subsequently commit
violent and/or extremist acts? In this article, we discuss the potential role of the
internet in radicalization and relate to how cybersecurity and certain HCI
‘affordances’ may support it. We focus on how the design of systems provides
opportunities for extremist messages to spread and gain credence, and how an
application of HCI and user-centered understanding of online behavior and
cybersecurity might be used to counter extremist messages. By drawing upon
existing research that may be used to further understand and address internet
radicalization, we discuss some future research directions and associated
challenges.
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1 Introduction

The role of the Internet in radicalization has been the topic of considerable debate since
the widespread adoption of the web in the mid to late 1990s. As far back as 1999,
David Copeland, a right-wing extremist, detonated nail bombs in London using
expertise gained from books downloaded from the internet [1]. Although early dis-
cussions e.g. [2] primarily focused on the use of the internet to conduct, co-ordinate or
prepare for terrorist acts, more recently much of the discussion has been around pro-
paganda and the use of the internet to mobilize support [3–5]. Not surprisingly, much
of the discussion of Internet radicalization has been conducted in the security and
terrorism studies field. For instance, in the years 2001–2016, the term ‘radicalization’
(or ‘radicalisation’) was used 21 times in the titles of articles in the journal “Security
and Conflict Studies”, and mentioned in the text of 232 papers. During the same period,
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the term was used zero times in papers in ACM CHI, CSCW, or indeed HCII. How-
ever, it is our contention that researchers in human-computer interaction (HCI), and
cyber security more generally, have investigated a number of phenomena and topics
that we believe are directly relevant to understanding (and addressing) internet
radicalization.

The goal of the present paper is to highlight ongoing challenges faced by security
researchers in understanding ‘internet radicalization’, and to suggest where HCI and
cybersecurity researchers might fruitfully contribute. We begin by outlining what is
meant by the term ‘radicalization’, before considering the nature of ‘online radical-
ization’, and then the potential links between cybersecurity, HCI and radicalization.

1.1 Definition of Radicalization

In general, the term ‘radicalization’ is a poorly understood concept, with considerable
disagreement over not only its definition, but also whether or not it serves a meaningful
purpose in understanding politically motivated violence [6]. Whilst there is no uni-
versal, agreed-upon definition, radicalization is broadly acknowledged to be a process
in which an individual willingly moves towards more extremist views e.g. [7].
Importantly, radicalization is not necessarily negative or a precursor to terrorism, as
many people who accept radical ideas do not participate in violent behavior as a result
of their beliefs [8]. Further, radical ideas are not necessarily anti-social as radicalism
can give rise to positive change (e.g. universal suffrage), and the categorization of an
individual or group as ‘radical’ or ‘radicalized’ is not a politically neutral activity. More
recently, discussions of radicalization have also become entwined with concerns about
safeguarding vulnerable young people (e.g. to stop teenage girls traveling to war
zones).

Violent radicalization (or violent extremism) is usually argued to be when an
individual adopts ‘extreme political, social and/or religious ideas and aspirations, and
where the attainment of particular goals justifies the use of indiscriminate violence. It is
both a mental and emotional process that prepares and motivates an individual to
pursue violent behavior.’ [8] (p. 38). Many individuals holding radical beliefs and
opinions will not commit extremist or violent acts and, conversely, many terrorists are
often not deep believers and have limited knowledge of their motivating ideology [9].

There are myriad potential causes for radicalization toward violent extremism (e.g.
social inequality, poverty, violation of basic rights; [6]), a detailed description of which
is outside the remit of the present paper. Rather, in the following section we briefly
summarize the main approaches, before moving to consider how these might relate to
work within HCI and cybersecurity.

1.2 Radicalization: Theories and Models

Most theories of radicalization propose a combination of individual and social factors
that, in combination, can both push and pull individuals towards violent action [10].
Typically, not one factor is assumed to be sufficient on its own to trigger radicalization,
but rather is assumed to operate in conjunction with other factors and vulnerabilities to
lead an individual towards violent radical action. Research suggests that there is not a
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specific psychological profile or vulnerability that might pre-dispose individuals to
violent radicalization [10]. For instance, relative deprivation, the notion that a person
comes to feel deprived as a result of comparing their situation with others, has been
consistently linked with radicalization, e.g. [11–14]. A sense of relative deprivation can
drive people to join movements e.g. [15], the intention being that joining a movement
will bring about social change and put an end to their grievances [10]. Other ‘triggers’
for radicalization may be the tendency of (some) people to adopt religious beliefs or
join religious groups after experiencing some form of crisis e.g. [16–18].

Whilst a definite, agreed-upon process of radicalization has not been established, a
number of models have outlined some proposed stages of radicalization, a summary of
which are outlined as follows:

1. Social/economic deprivation or a personal crisis – An individual experiences
relative deprivation or some form of crisis, which can be personal or group-based
[19–22]. The individual views their situation as unfair/unjust.

2. Resentment and information seeking – The perception of relative deprivation
causes an individual to feel increasing resentment towards others who they perceive
as being more fortunate. An individual may seek answers to their situation and in
doing so becomes receptive to new ideas and possibly new religious beliefs
[22, 23].

3. Attributing blame and justification of violence – Individuals blame others for
their perceived injustice [19] and socialize with likeminded others, which
strengthens these new beliefs [20]. Violence is viewed as a legitimate means to
rectify perceived injustices [19, 23].

4. The violent act - An individual embraces and fully commits to the group’s beliefs
and mission [23, 24].

While none of these models directly incorporates the role of the internet in radi-
calization, it seems plausible that it could be utilized at any stage as a source of
information or communications mechanism that could help to develop/reinforce feel-
ings of hardship and justified violence. In the following section, we discuss some of the
more specific aspects of the internet (referred to as ‘affordances’) that may contribute
towards an individual’s radicalization.

2 Online Radicalization

At a fundamental level, the internet allows rapid access to vast amounts of information
as well as the opportunity to connect to others through social networks, fora, messaging
systems etc. Each of these mechanisms has an associated set of ‘affordances’, a term
commonly used in HCI to describe how technology functions and thus how it should
be used. This idea of objects affording certain types of behavior was adopted by
human-computer interaction researchers, most notably Norman [25], following the
introduction of the term by cognitive psychologist Gibson [26]. Norman argues that
affordances are the “perceived and actual properties of the thing, primarily those
fundamental properties that determine just how the thing could possibly be used” [25]
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(p. 9). We would argue that the notion of affordances – while valuable in highlighting
the links between design, the user, and action – does not fully represent the ways in
which design and behavior interact. Taylor et al. [27] argue that:

‘Research on the ‘social shaping’ of technology … suggests that we shape technology as much
as we are in turn influenced by the decisions made by designers, or the content it provides …
this means that use of the Internet needs to be considered from neither a simple ‘technologically
deterministic’ standpoint (e.g. the Internet causes radicalisation), nor simply as a socially
neutral ‘tool’ (p. 4).

Gibson [28] describes how affordances can be both perceivable and straightforward
(e.g. Facebook allows people to keep in touch with friends) or more
hidden/camouflaged (e.g. a person can use Facebook to portray themselves in a more
positive light by only posting attractive photographs). It is therefore possible to
speculate how similar affordances may apply to online radicalization. For instance,
ideologues have become proficient at using social media, online communities etc. to
disseminate their radical ideologies, gain support [29, 30] and to provide instruction in
terrorist activity. Online magazines such as Dabiq and Inspire along with other internet
resources can equip an individual with everything they need to know to commit a
terrorist attack, from assembling a bomb to breaching security in an airport [31].

It is indisputable that such resources available online (including via the dark web)
provide ample support for violent extremists in terms of attack planning, as well as
(potentially) the opportunity to gather information in relative anonymity. However, in
this respect the internet is nothing more than a conduit for the provision of information
and communications, with little or no influence on the process itself. A RAND report
[32] surveyed 15 cases of mostly Islamic terrorist activities, where the internet was
implicated in radicalization and actual attacks in the UK. They concluded that while the
internet provided more opportunities for radicalization, it did not necessarily increase
the speed at which individuals became radicalized, or replace face-to-face contact or
kin and peer influence. A more recent study by Gill et al. [33] studied the use of the
Internet by 223 convicted terrorists in the UK. They conclude that patterns of use differ
according to the requirements of the terrorist (e.g. to gain expertise in explosives,
recruit co-conspirators or gain ideological justification), also stating that, “The Internet
is largely a facilitative tool that affords greater opportunities for violent radicalization
and attack planning”. In other words, these findings suggest that certain affordances of
the internet can potentially fuel different aspects of radicalization (although it is not
possible to decipher exactly how this is achieved). This suggests that technology in
itself is not enough to radicalize individuals to take action, but rather that the internet
acts as an enabler once an individual is radicalized, or when specific hurdles need to be
addressed (e.g. how to choose a target, build an improvised explosive device etc.).

Another aspect to consider is that radicalization encompasses a broad spectrum of
people with different needs, motives and goals, ranging from lone actors to individuals
seeking belonging from group membership. Thus, this is likely to be reflected in
different uses and approaches toward using information disseminated online. In the
following section, we move to explore some ways in which certain affordances may
enable certain types of behavior/transformations in the context of group behavior, echo
chambers, offline action and self-presentation online.
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2.1 Group Behavior

The internet allows people to communicate rapidly to masses of people online, as well
as seek out and develop new relationships with different people and different groups. In
doing so the internet may help individuals to develop and maintain an identity through
joining an online community, forum, social media group etc. Being part of a group can
provide an individual with a sense of belonging [34, 35] and the internet can provide an
opportunity for individuals to seek out and connect with likeminded others with whom
they may not have the opportunity to meet offline. Classic studies of group behavior
have demonstrated that groups have the potential to change behavior – individuals
exert less effort as they feel less accountable for their actions e.g. [36], individual
attitudes and opinions can become more extreme through group polarization [37],
individuals can favor consensus through groupthink [38] and groups can increase a
person’s inclination to conform, e.g. [39]. Therefore, by extension, can similar effects
underpin or play a role in radicalization?

Research on computer-mediated communication demonstrates how some group
effects can be exaggerated online. The SIDE model (social identity model of deindi-
viduation effects) for instance, explains how anonymity can enhance people’s identi-
fication with a group [40, 41], leading to group polarization e.g. [42]. Taken together,
the ability to change and strengthen an individual’s opinions and behavior, combined
with an individual’s search for belonging may increase the potential for radicalization
online.

2.2 Echo Chambers and Identity Demarginalization

Related to the notion that the internet can foster group polarization is the idea that the
internet can fuel echo chambers, where particular opinions can easily start to be re-
circulated and reinforced, which could have the gradual effect of causing someone to
experience a change in mindset. There are numerous design aspects that can serve to
fuel this, for instance much of the content an individual is exposed to is a result of
content that has been filtered by certain algorithms. For example, social media is a
primary news source for over 60% of US internet users [43], which means that most
news consumed is filtered by both algorithms and ‘friends’ [44], and is consumed in the
context of others’ reactions. As seen in the 2016 US Election, this ‘filter bubble’ and
‘echo chamber’ can lead to the rapid spread of false news stories and creation of ghettos
of information with little transfer across ideological boundaries [45]. Since radical-
ization often relies on a sense of injustice and unfairness, an unintentional outcome of
the design of online systems may well be that individuals are exposed to increased
amounts of material that fuels such grievances. Furthermore, most social media ser-
vices not only create echo chambers, but also provide validation to content through the
positive reactions of others and supportive comments and sharing. Thus, even ‘fake’
news can gain additional credence by being shared and supported by large numbers of
other people. According to principles of social comparison and herding (e.g. [46])
people look to others for guidance on how to act and respond, particularly when
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uncertain. If a large number of people are also sharing and supporting radical content, it
is likely that for any one individual, such views will be more likely to be adopted.

Simultaneously, a relatively large number of people sharing the same content and
opinions serves to demarginalize a previously socially anti-normative set of beliefs or
actions. Early work by McKenna and Bargh [47] found that participation in online
newsgroups by people with stigmatized identities led to increased self-acceptance,
likelihood of ‘coming out’ to family and friends, and less social isolation. Similar
findings emerge from qualitative work on the Stormfront extreme right wing forum
[48], with respondents stating that participation helped express an identity that was
stigmatized and hidden in face-to-face dealings. There is further evidence that identities
expressed online – particularly those publicly affirmed and responded to – later transfer
to offline action [49]. It is not that much of a stretch then to predict that the combination
of in-group homogeneity, echo chambers, public expression of usually hidden identi-
ties or beliefs and supportive comments from others would be enough to encourage
increased radicalization.

2.3 Online Action and Offline Acts

Computer-mediated communication has also been found to influence how a group
behaves offline. For instance, social media applications (in particular microblogging
applications such as Twitter) can be extremely useful for sharing information and
reaching large numbers of people when events unfold rapidly and other forms of
communication may fail, e.g. [50, 51]. Further, the freedom to publish information
publicly enables people to bypass official media censorship and inform a global
audience. Subsequently, this surge of online collective information exchange can cause
‘mobilizing’ effects where groups assemble and combine their efforts offline e.g. [52,
53]. These mobilizing effects typically occur at the onset of major news events, dis-
asters and crises. For instance, during the Arab Spring, a series of political protests and
demonstrations that occurred across the Middle East in 2011, many people on the
ground in Cairo used Twitter to communicate meeting times, coordinate actions and
gather support [54, 55]. We also see similar mobilizing activities in the ‘shaming’ of
individuals via social media [56], where large numbers of people mobilize online to
express outrage and condemn an individual judged to have transgressed.

Whilst there is clear evidence for the power of social media to fuel and support
social unrest (and hence similar situations that may lead to violent extremist activity),
none of these examples provide ample evidence that the people participating were
radicalized (e.g. the people participating in the London riots in 2011 were not hailed as
‘radicalized’). There has also been heavy criticism over the extent of the effectiveness
of social media to actually promote and fuel offline action. For instance, whilst Twitter
was used heavily during the London riots, there was little evidence to suggest that
Twitter was used to promote illegal activities at the time, rather it served as a tool for
spreading information (and misinformation) about subsequent events and showing
support for beliefs in others’ commentaries [57]. The ability for users to provide cheap
and easy support via social media has been referred to as ‘slacktivism’ [58, 59], where
low-risk, low investment actions such as signing a petition or ‘liking’ a Facebook page
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can lead them to feel their contribution is enough [60, 61]. These online activities
therefore provide little insight for online radicalization, as those that may appear to hold
strong beliefs and even encourage or threaten violent extremism online may have no
intention of taking offline action.

2.4 Deception and Self-presentation

In addition to changing how individuals behave when immersed in a group, computer-
mediated communication can affect how individuals present themselves and interact
with others online. Social contextual cues such as body language, facial expressions,
intonation etc. that are visible in face-to-communication are absent, e.g. [62]. This can
mean that information can more easily be misinterpreted or individuals may ‘fill in the
blanks’, that is, they make assumptions about information that is unclear or is not
communicated explicitly.

The absence of cues can make it easier to lie and deceive others online, especially
when communicating with others whom an individual has never met before, e.g. [63,
64]. For instance, extensive research of online dating demonstrates that deception is
frequently observed when people exaggerate details of their physical attributes (height,
weight, age) in attempt to enhance their attractiveness online, e.g. [65, 66]. The style of
deception that is demonstrated in online dating highlights numerous techniques that
ideologues could use in radicalization. For instance, ideologues can pose as someone
else by using an identity more appealing to the victim in terms of how they appear or
what they represent. Private conversations can be used to develop intimacy, which can
be extremely persuasive as messages can be personalized and cannot be viewed by
others, who may attempt to intervene. These tactics mirror grooming attempts, which
have in some cases appeared to have lured young people into joining radical groups, for
example the three teenage girls who left the UK for Syria in 2015 after interacting with
extremists online [67].

Unlike dating, many of the interactions that occur through these media will con-
tinuously occur publicly with (potentially) many others. A number of studies have
suggested that the awareness of an audience causes individuals to present themselves
more favorably to avoid embarrassment, shame or unfavorable impressions, e.g. [68–
70]. Because individuals now have many opportunities to present themselves online
(and spend significant amounts of time doing so), some research has suggested that
they may alter their identity offline as a result, an effect commonly referred to as
‘identity shift’ [49]. In a study where participants were instructed to present themselves
in an extraverted manner online, Gonzales and Hancock [49] found that participants
subsequently began to demonstrate extraverted behavior offline. By extension, these
findings may imply that similar shifts in identity may occur for individuals who start to
present themselves as dedicated followers of radical groups in any of their online
profiles.

The potential for identity shift is not only a factor in terms of how one presents
themselves online, but also how their audience responds to and reinforces that identity.
Walther’s hyperpersonal model [71], for instance explains how the combination of
reciprocal interactions and selective self-presentations over time lead to exaggerated
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levels of affect and intimacy which in turn can make an individual feel more committed
to the identity they have created or developed online. The internet provides many
opportunities for others to provide feedback (likes, retweets, comments, etc.) which
may prove to be conducive to an individual exploring new aspects of their identity
online. Further, feedback from others can serve as cues (referred to as ‘warrants’ [72])
that can help to verify or increase someone’s inclination to believe that an individual is
being truthful.

3 HCI Opportunities and Challenges

Throughout this article we have outlined the complex nature of radicalization and how
such affordances provided by the design of social media applications, fora etc. may
help to foster mechanisms that may, over time cause someone to change their opinion,
identity or even conduct violent action offline. However, the lack of real understanding
about radicalization, (which is in turn reflected in our lack of ability to truly measure or
detect whether it is happening) means that is incredibly difficult to make any specific
recommendations for how to address these issues with persuasive design in an online
arena. At best, we can speculate how certain affordances may bring about certain types
of behavior (e.g. rapid real-time communication on Twitter can provoke offline
activity). In this respect, approaches to tackle this could lead toward attempting to
counter or diffuse such behavior should it be anticipated or when it occurs.

One particular challenge in addressing these issues is that behavior often evolves
from people’s use of technology in a way that was unintended or unanticipated from
the original design. For example, the design of social media was not expected to
increase the spread of misinformation – rather it was hailed as a unique opportunity for
a business to ‘lose its chains’ e.g. [73]. Many of the same processes that enable
radicalization online also have socially beneficial outcomes - ranging from the ability
of people to seek help and guidance for health problems in a pseudonymous envi-
ronment to providing important methods for alternative news to spread outside of
oppressive regimes. Therefore, this raises the question of what equivalent unintended
types of behavior would result from attempts to address radicalization online.

Another consideration is that different groups will likely use the internet in different
ways, in order to meet varied motives. It is therefore unlikely that a one-size-fits-all
solution could address all the nuances between these different groups. Further, given
that not all radical groups are problematic (indeed in many instances radical groups are
harmless or even beneficial), there would be a danger in trying to counter certain
opinions or behaviors online. Flexible approaches towards design are therefore needed,
that consider radicalization as a multivariate problem. In spite of this, we discuss a
number of light suggestions that may act as potential steps towards addressing radi-
calization online. However, because most of these approaches could be applied in both
good and bad contexts, we acknowledge the potential pitfalls associated with each one.

First, an obvious, simplistic solution would be to block, or re-direct users from
viewing (potentially) radicalizing content. This poses the immediate benefit of pre-
venting them from possibly being influenced by propaganda or other radicalizing
material. However, such content may have already been viewed/shared and it is likely
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that it could merely be re-posted elsewhere. Likewise, this approach is far too unre-
alistic and restrictive to apply so broadly across the web as it runs the risk of con-
straining opportunities for positive influence and interaction.

Second, although individual’s generally have control over the content they con-
sume, much of the information they are exposed to is determined by algorithms and the
content shared by their contacts [44]. This can create the potential for internet echo
chambers to emerge, which (in certain contexts) may create the impression that specific
ideological views are shared by a larger proportion of people than is the case, as well as
demarginalizing more extreme views. Changes to algorithmic design that aim to steer
individuals away from or block suspicious content could attempt to diffuse or hinder
the formation of echo chambers. However, this approach also runs the risk of wrongly
disrupting beneficial content.

Third, in a similar vein, counter-messaging strategies could be employed in attempt
to directly neutralize or diffuse extreme opinions or attempts to influence online.
Counter-messaging is an emerging area of research, which has examined how targeted
responses to hateful or opinionated online speech can effectively inhibit or end it. For
instance, presenting counter-messages may be effective, particularly if combined with
evidence of social proof (i.e. the number of people sharing/supporting a particular
viewpoint). Some strategies for tackling this have already been suggested, for instance,
the US based Anti-Defamation League [74] recommend that certain techniques such as
responding to the original speaker, using comedy/satire and correcting falsehoods can
be useful. At present, there is little evidence that indicates how successful these
strategies are, so further research would benefit from attempts to establish effective
messaging strategies online.

Fourth, the speculation that individuals can experience an identity shift as a result
of their online interactions suggests that particular cues or warrants in social media
applications (such as likes, comments, retweets etc.) could be used in attempt to
reinforce or influence behavior. In other words, if an individual is suspected to be
vulnerable to a potential identity shift, targeted efforts could seek to dissuade poten-
tially radicalizing elements (e.g. not liking or commenting on a post which displays a
support of violence) and instead reinforcing more positive behaviors (e.g. retweeting a
post about sport). Such approaches would need to be cautious in order to ensure that the
right kind of behaviors were reinforced.

Fifth, similar approaches could be used to set behavioral norms in forums. Some
existing HCI/cybersecurity research has described how moderators can shape how
people behave online by removing, re-directing or rating posts. This can encourage
lurkers to contribute [75], set the standard for new users who may not know how to
behave when they enter a community [76], discourage bad behavior and manage
conflicts (e.g. trolls or flame wars). Certain design aspects such as reputation
systems/rewards can also reinforce good/bad behavior, for instance, moderators on
Slashdot (a social news website) assign labels and ratings to posts which causes the
highest rated comments to appear at the top [77].

It seems likely that online communities could be a place where people experiencing
relative deprivation may seek out like minded others for support. Preece [78] describes
how designing communities to foster empathy are crucial for empowering people to
discuss their problems and provide support to others. It therefore seems that
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encouraging and rewarding behavior through skillful moderation, rewards etc. may be
an effective way to allow people to obtain the support they need, whilst motivating
compliance within online communities. Of course, the potential for this to effectively
disrupt radicalization would be dependent on the type of community and the moder-
ators’ motives.

Overall, these suggestions provide numerous approaches that may contribute
towards tackling radicalization online. Whilst no method is without limitation, further
research would benefit from exploring if and how behavior can be shaped in the context
of radicalization online.

4 Conclusion

In summary, whilst is seems possible that an individual may become radicalized online,
there is little evidence to suggest it actually occurs. Unfortunately, the lack of under-
standing about what radicalization actually is makes the task of recognizing it with any
real accuracy impossible. By extension, it is therefore unrealistic to assume that this
problem can be solved entirely by a technological solution. However, by drawing upon
prior research from HCI and cybersecurity we have highlighted numerous avenues that
may contribute towards designing systems and shaping behavior in ways that attempt
to (at least) steer individuals in a more positive direction. Taken together, we hope
these ideas may encourage HCI and cybersecurity researchers to think about new
approaches towards tackling radicalization online.
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