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Abstract. In this paper we introduce a multidistortion database, where
10 pristine color images have been simultaneously distorted by two types
of distortions: blur and JPEG and noise and JPEG. The two datasets
consist of respectively 350 and 400 images, and have been subjectively
evaluated within two psycho-physical experiments. We here also propose
two no reference multidistortion metrics, one for each of the two datasets,
as linear combinations of no reference single distortion ones. The opti-
mized weights of the combinations are obtained using particle swarm
optimization. The different combinations proposed show good perfor-
mance when correlated with the subjective scores of the multidistortion
database.
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1 Introduction

Image quality studies mainly focus on images corrupted by single distortions.
However, consumer images suffer in general of more than one distortion simul-
taneously due to the different process that take place within their production
flow (acquisition, compression, transmission, etc.), [1]. The vast majority of No
Reference (NR) metrics have been developed to measure single distortions. In
the last years, some NR metrics have also addressed multiple artifacts, most
commonly blur and noise [2–5]. Also general purpose (or blind) NR metrics have
been proposed that do not aim to detect specific types of distortion. These
last methods approach the Image Quality Assessment (IQA) as a classifica-
tion and regression problem in which the regressors/classifiers are trained using
specific features obtained from natural-scene-statistics [6,7]. Following Mittal
et al. [6] it is also possible to individuate two subcategories of blind models: the
Opinion-Aware (OA) models, that have to be trained on a database of human
rated distorted images and associated subjective opinion scores, and the Opinion-
Unaware (OU) ones. An overview of the different objective and subjective IQA
methods can be found in the review articles [8,9]. It is well known that any objec-
tive metric must be validated with respect to user judgments: subjective tests
are at the base of objective quality metrics benchmarking and IQA databases
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serve as ground-truth information for evaluating IQA algorithms. In general,
the available databases contain images corrupted by only one of several possible
distortions.

Considering multiply distorted images, Jayaraman et al. [10] have presented
the LIVE-MD database. As most publicly available image quality databases,
it has been created under highly controlled conditions by introducing graded
simulated distortions onto high-quality images. Two scenarios are considered
in LIVE-MD: images first blurred and then JPEG compressed (part 1), and
images first blurred and then corrupted by white Gaussian noise (part 2). Two
psycho-physical experiments have been conducted by the authors to collect the
subjective data. Recently, Ghadiyaram and Bovik [11] presented the LIVE In the
Wild Image Quality Challenge Database, that contains diverse authentic multi-
distorted images. The images were collected without artificially introducing any
distortion beyond those occurring during capture, processing, and storage by a
users device. The authors conducted a very large-scale image quality assessment
subjective implementing an online crowdsourcing system.

To compare objective and subjective results different performance measures
are used. The Video Quality Experts Group (VQEG) [12] recommends three
performance criteria for the metrics: prediction accuracy, prediction monotonic-
ity and prediction consistency with respect to the subjective assessments. The
prediction accuracy is quantified by the Pearson Correlation Coefficient (PCC)
and the Root Mean Squared Error (RMSE). The Spearman Rank Order Correla-
tion Coefficient (SROCC) measures the prediction monotonicity of a metric and
the Outlier Ratio (OR) the prediction consistency. Before computing these cor-
relation coefficients, it is customary to apply a nonlinear transformation to the
predicted scores so as to bring the predictions on the same scale as the subjective
scores in order to obtain a linear relationship between the predictions and the
opinion scores. The VQEG suggests the use of logistic or polynomial functions.
The parameters of these functions are chosen to minimize the MSE between the
set of subjective values (of a particular database) and the corresponding set of
transformed predicted values.

In this paper we present the Multiple Distorted IVL Database (MD-IVL). The
database is composed of two parts: the MD-IVL-BJ that contains color images
first blurred and then JPEG compressed, and the MD-IVL-NJ that contains color
images corrupted by Gaussian noise and then JPEG compressed. Subjective stud-
ies were conducted on this database to obtain human judgments for the multiply
distorted images and the corresponding psycho-visual data were collected.

We here propose to define NR-MD-metrics as linear combination of NR state-
of-the-art metrics specifically designed for single distortions (blockiness, sharp-
ness and noise). In particular we propose two different linear combinations, one
for the MD-IVL-NJ dataset and the second for the MD-IVL-BJ one. The weight-
ing coefficients of the linear combinations are obtained using a particle swarm
optimization method [13]. We used half of the data to evaluate the coefficients
and the remaining half to test the correlation performance of the proposed met-
rics for each of the two parts of the MD-IVL database. We also compare the
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performance of the two linear combination proposals with two competitive blind
models available in the literature: an OA model, BRISQUE [6] and an OU model,
NIQE [7]. Moreover we test the linear combination proposed for the MD-IVL-BJ
on part 1 of the LIVE-MD, as it is composed by images suffering the same type
of distortions.

2 The MD-IVL Database

The MD-IVL database originates from 10 reference color images of the SD-IVL
dataset [14]. The images of 886× 591 pixels (15× 10 cm at 150 dpi, typical print-
ing parameters for natural photos) are chosen to sample different contents both
in terms of low level features (frequencies, colors) and higher ones (face, build-
ings, close-up, outdoor, landscape). The corresponding thumbnails are shown in
Fig. 1.

Fig. 1. The 10 reference images of the SD-IVL database.

Starting from these images we have generated:

– A database MD-IVL-BJ of 350 blur plus JPEG distorted images. These dis-
torted images have been generated as follows: each of the reference images has
been corrupted with seven levels of Gaussian blur corresponding to standard
deviations of 0.001, 0.66, 1.33, 2, 2.66, 3.33 and 4. Each of the 70 blurred
images has been further corrupted with four levels of JPEG compression cor-
responding to Q-factor values of 100, 50, 30, 20 and 10.

– A database MD-IVL-NJ of 400 noise plus JPEG distorted images. These dis-
torted images have been generated as follows: each of the 10 reference images
has been corrupted with ten levels of Gaussian noise corresponding to 1, 2, 3,
4, 5, 6, 8, 10, 12 and 14 gray levels of standard deviation on the luminance
channel. Each of the 100 noisy images has been further processed by 4 differ-
ent levels of JPEG compression, corresponding to Q factor values of 100, 50,
30, and 10.

As an example, we show in Fig. 2 the most distorted blur-JPEG and noise-
JPEG images.
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Fig. 2. (a) A reference image from SD-IVL database and its most multiply distorted
versions for blur-JPEG, and noise-JPEG.

For collecting the subjective data, we have adopted a Single Stimulus method
(SS) [15], where all the images are individually shown. The observers were asked
to rate the images within a continuous scale from 0 (Worst quality) to 100 (Best
quality). The experiments were performed following the recommendations in
ITU [15].

The subjective study was conducted in two parts: each of the databases (MD-
IVL-BJ and MD-IVL-NJ) has been assessed separately. Ideally, all images in a
subjective QA study should be evaluated in only one session. However, it is
recommended a maximun duration of 30 min for each experimental session [15].
Therefore, to assess the entire MD-IVL database we have conducted the exper-
iments in several sessions using different sets of images. Each session consists of
approximately 100 images (chosen so as to span all the distortion range) and
has been evaluated by 12 observers.

Mean subjective scores were computed for each observer as follows. The raw,
subjective score rij for the i-th subject (i = 1, ... S, with S = number of sub-
jects) and j-th image Ij (j = 1, ...N , with N = number of dataset images) was
converted into its corresponding Z-score as follows:

zij =
rij − r̄i

σi
(1)

where r̄i and σi are the mean and the standard deviation of the subjective scores
over all images assessed by the i − th subject.

Data were cleaned using a simple outlier detection algorithm. A score for an
image was considered to be an outlier if it fell outside an interval of two standard
deviations width about the mean score for that image across all subjects.

The remaining Z-scores, were then averaged across subjects to yield the Mean
Opinion Scores yj for each image j:

yj =
1
S

S∑

i=1

zij (2)

The MD-IVL database is available at: http://www.ivl.disco.unimib.it/
activities/imagequality/.

http://www.ivl.disco.unimib.it/activities/imagequality/
http://www.ivl.disco.unimib.it/activities/imagequality/
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3 Objective Data

The subjective scores described in Sect. 2, collected in terms of MOS can be
correlated with different NR metrics, using a logistic function.

Denoting by yi the MOS value of the i−th image of the database (i = 1, ... N
with N the total number of distorted images) and by xi the corresponding
objective metric value, the logistic transformation reads:

f(x) =
α

1 + exp(β(x − γ))
+ δ (3)

where the parameters α, β, γ and δ are chosen to minimize the mean square
error between the subjective scores {yi} and the predicted ones {f(xi)}.

3.1 NR Metrics for Single Distortion

Among the many distortion-specific NR metrics available in the literature, we
have here chosen those that highly correlate with the corresponding subjective
data in the case of blur, noise and JPEG artifacts. The metrics considered in
this work are:

– M1: The bluriness metric by Marziliano et al. [16]. An edge detector is applied
and for pixels corresponding to an edge location, the start and end positions
of the edge are defined as the local extrema locations closest to the edge. The
edge width is measured and identified as the local blur measure. Global blur
obtained by averaging the local blur values over all edge locations.

– M2: metric Q by Zhu and Milanfar [5]. This measure is correlated with the
noise level, sharpness and intensity contrast of the structured regions of an
image. Its value drops if the variance of noise rises, and/or if the image content
becomes blurry.

– M3: The JPEG-blockiness metric by Wu and Yuen [17], named Generalized
Block-edge Impairment. It is the most well known metric in the spatial domain.
It measures the blockiness separately in horizontal and vertical direction, after
which the two directions are combined into a single quality value.

– M4: The JPEG-blockiness specific metric by Wang et al. [18]. It is formulated
in the frequency domain and models the blocky image as a non-blocky image
interfered with a pure blocky signal.

– M5: The noise metric by Immerkaer [19]. It estimates the standard deviation
of Additive White Gaussian Noise from a single image using a Laplacian mask
filtering approach.

All of these metrics show high performance in terms of PCC when correlated
with well known databases of single distorted images like LIVE [20], CSIQ [21]
and SD-IVL [14] among others.
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3.2 NR Metric for the Multiply Distorted Images: Our Proposal

We here propose a MD-NR metric as a linear combination (LC) of single dis-
tortion NR metrics:

LC(Ij) =
K∑

k=1

ak × Mk(Ij) (4)

where Ij is the j − th image of the dataset (j = 1, . . . N), and Mk is the k − th
single distortion NR metric among the K considered ones. In this paper we
propose to set the weighting coefficients {ak} using a population based stochastic
optimization technique, called Particle Swarm Optimization (PSO) [22,23] that
optimally fits the subjective scores of a proper MD database.

Recalling that one of the criteria recommended by the VQEG [12] to eval-
uate the performance of the regressed metrics is the PCC, we have chosen the
following objective function r to be maximized within the PSO:

r(P ) =

N∑
i=1

(f(LCi) − f(LC))(yi − ȳ)
√

N∑
i=1

(f(LCi) − f(LC))2
√

N∑
i=1

(yi − ȳ)2
(5)

where the function f is the logistic transformation given by Eq. 3, f(LCi) is the
logistically transformed value of the proposal LC for the i − th image of the
database of N images, f(LC) and ȳ are the means of the respective data sets.

4 Results

Starting from Eq. 4 we have defined two different metrics LCBJ and LCNJ for
images affected by blur artifacts, followed by JPEG compression, and images
affected by noise followed by JPEG, respectively. To this end, we have considered
separately each of the two parts of the MD-IVL database.

In the case of the MD-IVL-BJ we have defined the LCBJ metric using M1−
M4 listed in Sect. 3.1. We have divided in half the dataset, obtaining two parts
(MD-IVL-BJ1 and MD-IVL-BJ2), of 175 images each, corresponding to all the
distorted versions of five original images. In this way the image contents present
in each part of the dataset do not overlap. One image content is defined as all
the distorted versions of a same original image.

We have performed 1000 runs of the PSO on MD-IVL-BJ1, to set the opti-
mal parameters {ak} to obtain LCBJ . The metrics were previously normalized
in the range [0, 1], and the search space of each parameter was set in the range
[−1, 1]. Within the 1000 runs, the average PCC (fitness function of PSO opti-
mization, Eq. 5) is 0.9065 with standard deviation of 0.0002. These values indi-
cate the convergence of the sequence of solutions. The optimal parameters are
thus obtained averaging the 1000 solutions. The metric LCBJ reads:

LCBJ = 1.000 × M1 + 0.006 × M2 + 0.829 × M3 + 0.482 × M4 (6)
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We observe from Eq. 6 that the highest contribution to the linear combination
comes from the bluriness metric M1 followed by the blockiness metric M3. The
lowest contribution comes from M2.

We test the performance of the proposed metric on the MD-IVL-BJ2 and
on the LIVE-MD part 1 datasets. We report the corresponding PCC in Table 1
compared also to BRISQUE and NIQE metrics. In Fig. 3 we plot the logis-
tic regression curves for the MD-IVL-BJ2 dataset, comparing our LCBJ , with
BRISQUE and NIQE metrics.

Table 1. Performance evaluation of the LCBJ in comparison to BRISQUE and NIQE,
in terms of PCC for the MD-IVL-BJ2 and LIVE-MD part 1 respectively.

Dataset LCBJ BRISQUE NIQE

MD-IVL-BJ2 0.8278 0.8069 0.7372

LIVE-MD part 1 0.8761 0.8687 0.9088

Fig. 3. Logistic regression curves for the MD-IVL-BJ dataset: LCBJ , BRISQUE and
NIQE.

For the new dataset MD-IVL-BJ, the performance of the proposed linear
combination LCBJ is the highest one. Even if for the LIVE-MD data the best
performance is achieved by NIQE, our proposal shows a good performance, tak-
ing into account that it is based on simple metrics signal based.

In the case of the MD-IVL-NJ we have defined the LCNJ metric using met-
rics M2−M5 listed in Sect. 3.1. As before, we have divided in half the dataset,
obtaining two parts (MD-IVL-NJ1 and MD-IVL-NJ2), of 200 images each, cor-
responding to all the distorted versions of five original images. We have also in
this case performed 1000 runs of the PSO on MD-IVL-NJ1, to set the optimal
parameters {ak} to obtain LCNJ . Within the 1000 runs, the average PCC (fit-
ness function of PSO optimization, Eq. 5) is 0.9272 with standard deviation of
0.0006. Again, the optimal parameters are obtained averaging the 1000 solutions.
The metric LCNJ reads:

LCNJ = −0.078 × M2 + 0.3483 × M3 + 1.000 × M4 + 0.6717 × M5 (7)
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Table 2. Performance evaluation of the LCNJ in comparison to BRISQUE and NIQE,
in terms of PCC for the MD-IVL-NJ2 dataset.

Dataset LCNJ BRISQUE NIQE

MD-IVL-NJ2 0.8660 0.3379 0.6960

Fig. 4. Logistic regression curves for the MD-IVL-NJ dataset: LCNJ , BRISQUE and
NIQE.

We observe from Eq. 7 that the highest contribution to the linear combination
now comes from the blockiness metric M4 followed by the noise metric M5. Also
in this case the lowest contribution comes from M2. Considering both LCBJ and
LCNJ we can also observe that the overall contribution of the blockiness metrics
is of the same order (the sum of their weighting coefficients is similar).

We test the performance of the proposed metric on the MD-IVL-NJ2, report-
ing the corresponding PCC in Table 2. Also the performance of BRISQUE
and NIQE are included in the table for comparison. We observe that the pro-
posal LCNJ outperforms both general purpose metrics. The low value for the
BRISQUE PCC is comparable with the corresponding one for the LIVE-MD
database part 2 (noise + blur) [10]. Taking into account this fact, probably the
lower performance showed by BRISQUE in both cases can be attributed to the
presence of noise artifacts.

In Fig. 4 the corresponding logistic regression curves for the MD-IVL-NJ2
dataset, for LCNJ , BRISQUE and NIQE metrics are shown.

5 Conclusions

In this work we have focused on multiply distorted image quality assessment. We
have generated a database composed of two different parts. Starting from ten
original color images of the SD-IVL database we have simultaneously distorted
them, considering two different combinations of distortions: blur and JPEG and
noise and JPEG. Psycho-physical experiments were conducted on each of these
databases. In particular we have here proposed two NR-MD metrics, one for
each couple of distortions, as a linear combination of state of the art NR single
distortion ones. The promising results obtained suggest possible future research.
Firstly, other NR single distortions metrics can be taken into account within
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the linear combination. Moreover a non linear combination can be investigated
using for example Genetic Programming as it was done in [24].
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