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Abstract. Local feature detectors and descriptors are widely used for
image near-duplicate retrieval tasks. However, most studies and evalua-
tions published so far focused on increasing retrieval accuracy by improv-
ing descriptor properties and similarity measures. There has been almost
no comparisons considering the modification of the descriptors and the
impact on accuracy and performance, which is especially of interest for
interactive retrieval systems that require fast system responses. There-
fore, we evaluate in this paper accuracy and performance of variations of
SIFT descriptors (reduced SIFT versions, RC-SIFT−64D, the original
SIFT−128D) and SURF−64D in two cases: Firstly, using benchmarks
of various sizes. Secondly, using one particular benchmark but extract-
ing varying amounts of descriptors. Another aspect that has been almost
neglected in previous benchmarks is the combination of different affine
transformations in near-duplicate images. A problem that many real-
world systems have to face. Therefore, we provide in addition results
of a comparative performance analysis using benchmarks generated by
combining several image affine transformations.

1 Introduction

Finding near-duplicate images is still a very challenging task, due to the various
scenarios in which near-duplicate images could have been created: using differ-
ent cameras or slightly different positions; different camera settings or lenses;
different lighting conditions; post processing of images using image processing
software, may be even to hide illegal use of copyrighted material. Therefore, the
features and similarity models used to find near-duplicate images have to be
quite robust.

The image near-duplicate retrieval process can be divided into several stages
depending on the used techniques and the goal of the retrieval task that should be
supported. However, the first step is to represent images by means of one or more
kinds of expressive features. The goal is to reduce the amount of processed infor-
mation. The scale invariant feature transform (SIFT) provides keypoints and
descriptors that are used in many NDR approaches [6,8,9,11]. This is mainly due
to its invariance to scale and rotation variation and its robust performance even
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if the images differ in perspective, noise, and illumination [1]. The huge amount
of descriptors that are required to represent a large scale image dataset and the
high dimensionality of these descriptors imposes strong demands on memory and
computing power in order to support near-duplicate retrieval tasks. To reduce
the amount of extracted data, we proposed a method in [22] to compress the
region around the SIFT descriptor. This compression leads to a decrease in time
and memory usage of feature indexing and matching. We showed in [22] that the
region compressed SIFT (RC-SIFT) descriptors are invariant to affine transfor-
mation change and perform robust as the original SIFT features to viewpoint
change, scale change and blurring change. In this work, we evaluate the perfor-
mance of the RC-SIFT−64D [22] descriptor in solving near-duplicate retrieval
tasks in two cases: Firstly, for benchmarks of various sizes. Secondly, when a spe-
cific benchmark is used but descriptor databases of various sizes are extracted
from images. After that, the robustness of the RC-SIFT−64D descriptor is eval-
uated by various combinations of image affine transformations.

The remainder of this paper is organized as follows. Section 2 provides a
short definition of near-duplicate images. Section 3 gives an overview of prior
work related with the SIFT algorithm and image NDR algorithms. Section 4
details the proposed method to produce the region compressed SIFT descriptor.
Section 5 presents the settings of our experiments and the measures used to
describe the performance. Section 6 discusses the results of experiments. Finally,
Sect. 7 draws conclusions of this work and discusses possible future work.

2 Near-Duplicate Images

To clarify the meaning of near duplicate images, we define first briefly the con-
cept of exact duplicate images: Two images are considered as exact duplicate iff
there is no difference between both of them [7], i.e. all corresponding pixels are
identical. Two images are defined to be near-duplicates (ND) [7,10] if they show
the same scene (the same object) but they differ (slightly) in some properties
that can be represented by affine transformations (such as noise, blurring, com-
pression, contrast etc.) or time conditions (lighting or illumination conditions)
or the images are even taken from different perspective. Unfortunately, so far
the range of transformations in which images are still considered near-duplicates
is not yet clearly defined in the literature. Moreover, the evaluation of NDR
algorithms is still challenging and focuses mostly on comparisons of rankings or
performance.

3 Related Works

The SIFT detector and descriptor has been shown superior performance to sev-
eral other low dimensional descriptors [25]. Therefore, it has been widely used in
image near-duplicate retrieval field [8,9], image classification [2] and processing
medical images [3] i.g., checking the existence of cancerous growth.
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To accelerate the feature indexing process several methods have been pro-
posed to reduce the length of the original SIFT descriptor vector. This is achieved
either by ignoring some patches of the original descriptor [13] to get 96D, 64D
and 32D descriptors or by employing principle component analysis to obtain 64D
SIFT descriptors [21]. This approach is in need of an off-line training stage to
compute the suitable eigenvalue vector. The issue of extracting variable amounts
of SIFT features is addressed in [26] by pruning the extracted features based on
their contrast property. In [22], we proposed a method to compress the descriptor
without the need for a training stage and without ignoring any part of the region
around the keypoint. The details of this method are also described in Sect. 4.

To accelerate the features matching process, various methods have been pro-
posed to structure, index or quantize SIFT features. In [1] the best-bin-first algo-
rithm based on a kd−tree has been used to speed up the process of matching in
128 dimensional space. However, this method is not appropriate for large scale
feature databases due to the required time for backtracking through the tree
which leads to decreased kd−tree efficiency. To overcome this problem, direct
clustering specifically, k−means clustering have been used in [14–17], to group
the SIFT descriptors into k groups. The obtained cluster centers construct a
bag of words; each descriptor is assigned to its closest word in this bag. In this
way, images are represented in form of vectors of bag of words. The concept
of bag of words is extended in [4,5] and combined with further training steps
to improve the retrieval of relevant scenes or objects. In [20] a bag of words is
built to construct image vectors. The dimensionality of these vectors is jointly
optimized and reduced by applying principle component analysis. A vocabulary
tree and the inverted file concept are constructed based on hierarchical k−means
clustering in [2,3] to refine the splitting of features into groups. In [27] retrieval
performance is improved through re-ranking the retrieved images based on the
scale and orientation properties of the extracted features.

The next subsection gives an overview of the SIFT detector and descriptor
algorithm to simplify the description of the region compressed SIFT descriptor
later on.

3.1 SIFT−128D Descriptor

As described in [1] the original SIFT detector and descriptor algorithm consists of
four major stages: scale invariant peak detection, feature localization, orientation
assignment and descriptor construction. In the first stage the locations and scales
of interest points (called keypoints) are identified. This is achieved by building a
Gaussian pyramid and searching for the local maxima or minima in the difference
of Gaussian (DoG) images. The second stage determines the location of the
candidate keypoints and rejects the keypoint that have low contrast or are poorly
localized on an edge. The third stage assigns the dominant orientation for each
keypoint based on the properties of its local image patch. In the final stage
keypoint descriptor is computed based on the local gradient and orientation
data of a patch around a keypoint. This descriptor is built in form of n × n
array of orientation histogram. For each bin in this histogram r orientations are
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assigned, so that each descriptor has n × n × r element. The size of descriptor is
determined by the width of a histogram n and the number of orientations r. The
standard length of the SIFT descriptor [1] is 128 elements. Figure 1(a) shows the
final form of the SIFT−128D descriptor around a keypoint.

Since, the sparsity of descriptors may increase as the dimensionality of the
SIFT descriptor increase [12] and this may affect the accuracy of descriptor
indexing in image NDR, we proposed an approach [22] to compress the dimen-
sionality of the SIFT descriptor. In the next section, we describe this approach
in detail.

4 Region Compressed SIFT Descriptor

In [22], we proposed an approach to compress the dimensionality of the original
SIFT descriptor from 128D to 64D without ignoring any part of the local patch
around a keypoint and without the need for a training stage. This approach aims
to reduce the usage of memory and the amounts of processed data. Moreover, it
improves the retrieval task in the near-duplicate retrieval field. To achieve this,
SIFT features are first extracted in the same way described in [1] (see Sect. 3.1).
After that, the SIFT local descriptor is computed over a local image region
around each keypoint. The original SIFT descriptor has the dimensionality of
4×4×8 and it is computed in form of three dimensional histograms centered at
the keypoint. This gradient orientation histogram explain that a keypoint may
be located at any allowed position in the local patch around a keypoint in vertical
and horizontal location (i.e. 4×4 locations). For each location eight directions are
assigned. We proposed in [22] that for each two possible horizontal shifting in the
same direction with respect to the keypoint, only one vertical shifting is available
so that, for all possible horizontal shiftings (i.e., four horizontal shiftings) in all
directions only two vertical shifting exists. For each of this (4×2) locations eight
directions are assigned. As a result we obtain 4×2×8 histogram i.e., 64D SIFT
descriptor. We called our method for extracting and compressing SIFT descriptor
“Region Compressed SIFT” (RC-SIFT). The histogram at each keypoint can be
presented by a triplet of elements Hy, Hx and Hθ where:

Hy = y − Ny − 1
2

(1)

Hx = x − Nx − 1
2

(2)

Hθ =
2π

Nθ
(3)

Where Ny and Nx are the number of bins in Hy and Hx, respectively. The
variables y and x are defined as y = 0, ..., Ny − 1, and x = 0, ..., Nx − 1 and
Nθ defines the number of orientations in each bin of a histogram and its values:
θ = 0, ..., Nθ − 1. The best performance [22] is found when Ny = 2, Nx = 4 and
Nθ = 8 and when Ny = 4, Nx = 2 and Nθ = 8. These two forms of the RC-
SIFT−64D descriptor are presented in Fig. 1(b) and (c) respectively. Contrary
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(a) The 4 × 4 × 8 SIFT de-
scriptor.

(b) The 2 × 4 × 8 RC-SIFT
descriptor.

(c) The 4 × 2 × 8 RC-SIFT
descriptor.

Fig. 1. The Different forms of the SIFT descriptor. (a) presents the original
SIFT−128D descriptor. Whereas (b) and (c) show the RC-SIFT−64D descriptors of
forms 4×2×8 (referred as RC-SIFT−64(R)) and 2×4×8 (referred as RC-SIFT−64(C))
respectively. The symbols RC-SIFT−64(R) and RC-SIFT−64(C) are used in the all
presented tables.

to the methods proposed in [13,21], which ignore some parts of SIFT descriptor
or need for a training stage as described in Sect. 3, we compressed the SIFT
descriptor without ignoring any region of the local patch around a keypoint and
without the need for an off-line training stage.

In the following, we present an extensive benchmark study to verify the
performance of the RC-SIFT−64D in solving near-duplicate retrieval tasks in
the following scenarios:

– Various benchmarks: Check the performance using various image databases.
We apply our experiments on UKbench [2] and Caltech-Buildings bench-
mark [24] (see Sect. 6).

– Benchmarks of various sizes: Verify the performance using benchmarks of
various sizes produced from UKbench benchmark (see Subsect. 6.1).

– Descriptor databases of various sizes: Evaluate the performance for a variable
number of extracted features (see Subsect. 6.2).

– Combination of image affine transformations: The robustness of the RC-SIFT
descriptor is verified when a combination of affine transformations applied to
images. The following combination are applied in this work: illumination and
rotation changes (see Subsect. 6.3), illumination change and adding noise (see
Subsect. 6.3) and combination of adding noise and rotation (see Subsect. 6.3).

– Combination of Blurring and image affine transformations: The robustness of
the RC-SIFT and all other proposed descriptors is verified against combina-
tions of blurring and affine transformations (see Subsect. 6.4).

5 Evaluation

The performance of the RC-SIFT−64D descriptor is compared to the original
SIFT−128D, the SURF−64D [18] and the SIFT−64D [13] descriptors men-
tioned in Sect. 3 by solving different image near-duplicate retrieval tasks. To
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achieve this, large scale image benchmarks of different sizes and resolutions are
used. In the following subsections the used image benchmarks and the evaluation
measures are described.

5.1 Benchmark Datasets

In this work, the experiment is performed on two different benchmark datasets.
The first benchmark is UKbench [2] (this dataset can be download from [28]).
From this benchmark various image datasets of sizes (10200, 6000, 4000 and
2000) are formed as described in Subsect. 6.1. The resolution of these images is
640 × 480. This benchmark consist of indoor/outdoor images of different scenes
in groups of four images for each scene. The images of each scene vary in one or
more of the following conditions: view point, scale, lightness, appear new objects
and occlusion of objects. The second benchmark is the Caltech-Buildings [24,29]
image dataset which contains 250 images for 50 different buildings around the
Caltech campus.(i.e. in groups of five images for each building taken at different
perspectives and scales). Moreover, this benchmark contains of high resolution
image (i.e. the resolution of each image is 2048 × 1536).

5.2 Evaluation Measures

To evaluate the performance of the proposed descriptors, the descriptors of each
kind are firstly indexed using the vocabulary tree concept as described in [22]. In
our experiment the initial number of clusters is k = 10. The similarity between
two images is computed by traversing each normalized vector of the query image
q img in the vocabulary tree of the database images db img and it is given as [2]:

s(q img, db img) =
∥
∥
∥
∥

q img

‖q img‖ − db img

‖db img‖
∥
∥
∥
∥

(4)

All implementations are build using windows platform and Visual C++ pro-
graming language with “Opencv” functions. Matlab functions are used to apply
combination of image affine transformations and blurring. The Matlab library
VLFeat is employed to index the extracted descriptors.

The results of the experiments are evaluated by computing the recall value.
Considering Nq is the number of relevant images to a specific query image in
the database, Nqr the number of relevant images obtained in matching results,
then the recall is defined as follows:

Recall =
Nqr

Nq
(5)

The mean recall MR for a set of query images is computed as

MR =
1
Q

Q
∑

q=1

Recall(q) (6)
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Where Q is the total number of query images. To measure the amount of differ-
ence between the MR and the recall value of each query image, the variance of
the recall values V R is computed as:

V R =
1
Q

Q
∑

q=1

(Recall(q) − MR)2 (7)

However, the computation of the recall ignores the ranking of the relevant images
in the results. Therefore, we compute the mean average precision MAP which
characterizes the relation between the relevant images and their ranking in the
results [23] and it is defined as:

MAP =
Q

∑

q=1

Ap(q)
Q

(8)

where Ap(q) is the average precision for image q and is given as:

AP (q) =
1
n

n∑

i=1

p(i) × r(i) (9)

where r(i) = 1 if the ith retrieved image based on the query image q is one of the
relevant images and r(i) = 0 otherwise, p(i) is the precision at the ith element.

6 Result and Analysis

The results of the SIFT−64D and the original SIFT−128D are evaluated in
different cases using various kinds of image benchmarks as described in the
following.

6.1 UKbench Benchmark

From this benchmark [2] we construct four image datasets of different size to
test the robustness of the RC-SIFT descriptors in solving the task of image
near-duplicate retrieval. For the experiment, we select the first image of each
scene as a query image while the remaining three images of each scene are used
as a basic database for retrieval task. The constructed benchmarks have the
sizes 10200, 6000, 4000 and 2000 images and they are referred as UKBench10,
UKBench6, UKBench4 and UKBench2, respectively. The features and descrip-
tors are extracted using the original SIFT−128D, SURF−64D, SIFT−64D [13]
and our RC-SIFT−64D(R) and RC-SIFT−64D(C) descriptors. After that, the
descriptors of each kind are indexed separately using a vocabulary tree of depth
L = 4 and initial clusters k = 10. To achieve the retrieval task, the distance
between a query image and database images is computed as described in Eq. 4
using the L1−norm and L2−norm. However, in our experiment the L1−norm



128 A. Ahmad Alyosef and A. Nürnberger

obtains better results than the L2−norm. Therefore, we present the results
obtained when the L1−norm is used. A query image is retrieved if its corre-
sponding images in a database appear in the top three, ten or fifty retrieved
images.

Table 1 summarizes the results of all proposed descriptors using benchmarks
of various sizes. In this table a query image is retrieved if its relevant images
in the benchmark appear in the top three retrieved images. It shows that the
RC-SIFT−64D obtained slightly better results than SIFT−128D. The values
of variance are small for all descriptors but the smallest values are found for
SURF-64D and SIFT-64D [13]. The best mean average precision is found for the
RC-SIFT−64D and then for the SIFT−128D descriptors. Tables 2 and 3 present
the performance of various descriptors when the belonging images appear in the
top ten or fifty results, respectively. In the both cases the best performance is
shown by RC-SIFT−64D and SIFT−128D.

The results presented in Tables 1, 2 and 3 show that, if the mean recall
increase the variance values increase for both SURF-64D and SIFT-64D [13].
Whereas, for both of RC-SIFT−64D and SIFT−128D the variance of recall
decrease as the mean recall value increases. Table 4 provides a qualitative com-
parison between all proposed descriptors. For this example it shows that the
best results are found when the RC-SIFT−64D is used. However, there are of
course other examples where the SIFT−128D preforms best. Moreover, we note
in many cases that despite the equivalent recall results of SIFT−128D and RC-
SIFT−64D descriptors, the RC-SIFT−64D obtains better mean average pre-
cision values than the SIFT−128D descriptor. Table 5 presents an example of
the results where the performance of SIFT−128D and RC-SIFT−64D is equiv-
alent but the ranking of the results found by RC-SIFT−64D is better than
SIFT−128D.

Table 1. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D using benchmarks of various sizes UKBench10, UKBench6,
UKBench4 and UKBench2, each of them contains images of various scenes with
groups of four images belong to the same scene. The first image of each scene is used
as a query image. The mean recall MR, the variance of recall V R and mean average
precision MAP are computed in percent based on the top three retrieved images. The
symbols RC-SIFT−64D(R) and RC-SIFT−64D(C) are used to refer the compression
of forms 4 × 2 × 8 and 2 × 4 × 8, respectively.

Method UKBench10 UKBench6 UKBench4 UKBench2

MR VR MAP MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 49.3 15.1 47.5 55.3 14.4 53.5 53.1 14.3 51.3 51.6 13.4 49.7

SURF-64D 24.3 13.2 22.9 26.3 12.3 24.6 25.0 11.1 23.4 26.1 11.2 25.5

SIFT-64D 27.2 11.2 25.2 29.9 11.5 27.9 27.1 10.9 25.2 25.6 10.0 24.0

RC-SIFT-64D(R) 50.7 14.8 48.8 57.1 13.7 55.2 54.5 13.6 52.7 54.9 12.5 53.1

RC-SIFT-64D(C) 49.9 14.6 47.9 56.3 14.0 54.1 53.1 13.7 51.7 51.8 12.8 49.7
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Table 2. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D using benchmarks of various sizes (UKBench10, UKBench6,
UKBench4 and UKBench2), each of them containing images of scenes with groups of
four images belong to the same scene. The first image of each scene is used as a query
image. The MR, V R and MAP are computed based on the top ten retrieved images.

Method UKBench10 UKBench6 UKBench4 UKBench2

MR VR MAP MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 58.7 15.2 50.1 64.8 13.7 57.3 62.3 14.1 54.9 61.0 13.3 53.3

SURF-64D 30.2 14.7 23.3 34.2 14.6 28.3 31.9 13.7 24.2 33.7 12.9 28.2

SIFT-64D 36.2 14.0 28.2 39.0 14.3 31.2 35.4 13.5 28.1 30.1 12.3 26.6

RC-SIFT-64D(R) 60.7 14.8 52.7 67.1 13.1 59.4 64.6 13.4 57.0 64.9 12.7 57.4

RC-SIFT-64D(C) 59.2 14.9 50.6 65.1 13.5 58.0 62.0 13.6 54.5 61.4 12.8 53.5

Table 3. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D using benchmarks of various sizes UKBench10, UKBench6,
UKBench4 and UKBench2, each of them contains images of scenes with groups of
four images belong to the same scene. The MR, V R and MAP are computed based
on the top fifty retrieved images and the task is to retrieve the belonging to the same
scene images in the top fifty results.

Method UKBench10 UKBench6 UKBench4 UKBench2

MR VR MAP MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 69.4 13.0 51.2 75.0 11.1 58.4 73.0 11.5 56.0 72.4 11.5 54.5

SURF-64D 45.1 15.6 25.7 50.8 14.9 30.0 47.0 15.0 26.8 47.2 14.0 26.9

SIFT-64D 49.1 15.1 29.4 52.0 14.8 32.3 47.9 14.9 29.2 46.3 14.1 28.0

RC-SIFT-64D(R) 72.2 11.8 53.9 77.6 9.8 60.6 75.5 10.3 58.1 76.1 9.6 58.6

RC-SIFT-64D(C) 70.2 13.0 52.1 75.6 10.9 59.0 73.1 11.3 56.2 72.7 11.0 54.9

6.2 Caltech-Buildings Benchmark

In this case, because of the high resolution of images of this benchmark [24], we
determine three different threshold to extract different numbers of descriptors
from the images. The used number of features in this experiment are 2500, 1000
and 500 and they are referred as Caltech–2500, Caltech–1000 and Caltech–500,
respectively. We compute the performance of all proposed descriptors in solving
the task of image near-duplicate retrieval with the three descriptors databases
of different sizes. For the experiment, we select the first image of each scene as
a query image while the remaining four images of each scene are used as a basic
database for retrieval task. In this experiment a vocabulary tree of depth L = 3
and initial clusters k = 10 is used. In addition, the L1 − norm is used to nor-
malize the vectors of images. Table 6 presents the results of all descriptors when
the related images appear in the top four results. It shows a comparable per-
formance of the RC-SIFT−64 and the SIFT−128 descriptors. However, Tables 7
and 8 present a little bit enhancement in the performance of the RC-SIFT−64
compared to the SIFT−128 descriptor. Moreover, the results show that the per-
formance of the SIFT−64 and the SURF−64 descriptors for this benchmark
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Table 4. Performance comparison between all proposed methods in solving the image
near-duplicate retrieval task. The results presentthat RC-SIFT−64D shows the best
performance.

Query image The top three results found by SIFT−128D

The top three results found by SIFT−64D [13]

The top three results found by SURF−64D

The top three results found by RC-SIFT−64D

is better than their performance for the benchmarks constructed based on the
UKbench benchmark.

In the next step the robustness and invariant properties of the SIFT−128,
SIFT−64, SURF−64 and RC-SIFT−64 are verified against a combination of
different kinds of image transformations and blurring.

6.3 Combination of Image Affine Transformations

Various experiments are accomplished to verify the robustness of the original
SIFT−128D, SIFT−64D, SURF−64D and RC-SIFT−64 descriptors against
combinations of image transformations in the field of image NDR. In this work
we discuss the following kinds of combinations: a combination of illumination
increase or decrease with rotation change, illumination increase or decrease with
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Table 5. Equivalent performance of the SIFT−128D and the RC-SIFT−64D descrip-
tor but different ranking of the retrieved results. In this example RC-SIFT−64D
presents better raking of the results than SIFT−128D.

Query image The top three results found by SIFT−128D

The top three results found by RC-SIFT−64D

Table 6. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and RC-
SIFT-64D when various number of features are extracted from the images (i.e. 500,
1000 and 2500 features for each image). This is done using the Caltech-Buildings. A
query image is retrieved when one or more of its related images is obtained in the top
four results. The results are presented in percent.

Method Caltech − Buil500 Caltech − Buil1000 Caltech − Buil2500

MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 44.0 8.2 39.9 43.0 6.5 40.2 39.5 8.2 36.7

SIFT-64D 39.5 8.3 35.4 38.2 6.5 34.1 36.7 7.7 31.9

SURF-64D 33.2 7.5 29.3 31.7 6.7 28.1 29.8 7.2 26.1

RC-SIFT64D(R) 44.0 7.8 40.3 42.8 7.2 39.8 39.0 8.4 36.4

RC-SIFT64D(C) 44.0 7.8 40.1 43.3 7.1 40.4 39.0 8.5 36.4

Table 7. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and RC-
SIFT-64D when the Caltech − 2500, Caltech − 1000 and Caltech − 500 benchmarks
are used. A query image is retrieved if one or more of its related images is obtained in
the top ten results.

Method Caltech − Buil500 Caltech − Buil1000 Caltech − Buil2500

MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 57.0 11.0 44.9 53.0 11.4 43.6 48.5 12.6 40.3

SIFT-64D 51.0 13.0 39.2 47.3 14.1 39.1 41.7 13.2 36.2

SURF-64D 39.7 12.8 33.0 34.2 14.5 26.7 33.8 12.6 23.8

RC-SIFT64D(R) 58.2 10.6 45.6 53.0 10.4 43.8 49.0 12.3 40.6

RC-SIFT64D(C) 57.7 10.8 45.2 52.8 10.6 43.6 49.0 12.6 40.3
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Table 8. The retrieval performance of SIFT−128D, SIFT−64D, SURF−64D and RC-
SIFT-64D when 500, 1000 and 2500 features are extracted from the Caltech-Buildings
benchmark images. The performance is verified in the top fifty retrieved images.

Method Caltech − Buil500 Caltech − Buil1000 Caltech − Buil2500

MR VR MAP MR VR MAP MR VR MAP

SIFT-128D 74.0 8.2 47.4 71.5 9.3 45.3 66.5 10.4 43.0

SIFT-64D 67.0 14.6 42.7 59.8 14.3 43.5 53.0 14.5 37.0

SURF-64D 50.4 14.9 40.3 48.9 14.0 35.3 48.5 14.9 25.6

RC-SIFT64D(R) 75.0 7.0 47.6 73.5 8.9 46.0 67.0 10.6 43.1

RC-SIFT64D(C) 75.3 7.0 48.0 73.2 8.7 44.7 67.0 11.0 43.0

adding noise and finally, rotation change with adding noise. To achieve this,
the first 500 images of each scene of the UKbench [2] benchmark (referred as
UKbench5) are picked. Afterwards, we convolve the images of the UKbench5
benchmark with a combination of different kinds of the image affine transforma-
tion. The descriptors are indexed using a vocabulary tree of depth L = 3 and
initial centers k = 10. The similarity is computed using the L1−norm. A query
image is considered to be retrieved if its corresponding database image appears
in the top of the retrieved images.

Table 9. The performance comparison of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D(R)and RC-SIFT-64D(C) using a ground truth illuminated and
rotated benchmarks (generated from UKbench5). For each query image we check if
its corresponding image in the used benchmark appears as the first retrieved image
in the result. The results are presented for two levels of illumination increase (i.e. 50,
120) for each five rotation values are applied: 40o, 135o, 215o, 250o, 300o. The results
are presented in percent.

Method Illumination increase 50 Illumination increase 120

40o 135o 215o 250o 300o 40o 135o 215o 250o 300o

SIFT-128D 76.2 78.0 78.0 78.0 76.0 31.0 29.4 30.0 29.4 29.1

SIFT-64D 75.6 76.0 76.2 76.2 75.3 29.6 29.2 29.2 29.6 29.0

SURF-64D 75.5 76.9 76.9 76.9 75.8 28.9 29.2 29.0 29.1 28.7

RC-SIFT64 (R) 75.9 77.7 77.8 78.0 76.0 31.0 29.6 29.6 29.6 29.3

RC-SIFT64 (C) 75.8 77.8 77.8 75.7 75.7 30.0 29.2 29.5 29.5 29.2

Combination of Illumination and Rotation. To evaluate the robustness
of the descriptors with respect to combinations of illumination and rotation
changes, the illumination of the UKbench5 images is increased using the values
50, 70, 100, 120 [13,22]. After that, the illuminated images are rotated at dif-
ferent angles in a clockwise direction (i.e. 40o, 135o, 215o, 250o, 300o) to generate
20 benchmarks each of them contains 500. To verify the robustness of the descrip-
tors to illumination decrease and rotation, the values 30, 50, 70, 90 are subtracted
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Table 10. The performance evaluation of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D(R)and RC-SIFT-64D(C) in the case of combination of illumination
decrease and rotation. For each query image the retrieval task is achieved if its corre-
sponding image in the illuminated and rotated benchmark appears in the top of the
result. The results are presented for two levels of illumination decrease (i.e. 30, 90) for
each five rotation values are applied: 40o, 135o, 215o, 250o, 300o.

Method Illumination decrease 30 Illumination decrease 90

40o 135o 215o 250o 300o 40o 135o 215o 250o 300o

SIFT-128D 79.8 75.8 76.2 78.6 77.3 52.8 49.0 50.8 48.8 47.3

SIFT-64D 78.6 75.6 76.0 78.6 77.5 52.6 49.6 51.2 50.3 47.6

SURF-64D 78.2 74.8 75.8 78.0 77.4 50.7 48.7 50.2 50.8 47.7

RC-SIFT64 (R) 79.5 75.8 76.0 78.8 78.0 53.1 49.6 51.2 51.2 49.3

RC-SIFT64 (C) 79.2 75.5 75.8 78.0 77.6 52.8 49.2 50.3 50.6 48.7

from all channels of the pixels of each image after that the same previous rota-
tion angles are applied to generate 20 benchmarks too. Tables 9 and 10 show
robust performance for all used rotation angles when small amount of illumi-
nation change is applied to images. However, these tables present a decrease
of performance for all rotation angles when the illumination change increase.
From these results we deduce that the increasing values of combination affect
negatively the stability of the extracted descriptors. Moreover, the comparison
of these results with the results of applying the illumination or the rotation
change separately [22] clarify that the performance of all proposed descriptors
decrease when the rotation and illumination changes are combined (for rota-
tion change the performance is more than 92% and up to 100% for illumination
change [2,22]).

Table 11. The performance of SIFT−128D, SIFT−64D, SURF−64D and our RC-
SIFT−64D when a combination of salt and pepper noise and illumination increase is
applied on UKbench5 images. The results are presented for two level of noise densities
(i.e. 15% and 35%), for each the lightness increases using the values: Li = 50 and
Li = 120). A query image is retrieved if its corresponding image in the used noised
and illuminated benchmark appears in the top of the retrieved image. In this table SP
and Li refer to the salt pepper noise and lightness change, respectively.

Method Li 50 SP 15% SP 15% Li 120 SP 35% SP 15%

Li 50 Li 120 Li 50 Li 120

SIFT-128D 100 82.6 68.0 32.8 91.2 20.2 5.8 3.0

SIFT-64D 99.8 82.2 67.6 32.6 90.2 15.2 5.0 3.1

SURF-64D 99.5 81.2 67.2 32.3 88.1 14.5 4.7 2.8

RC-SIFT-64D(R) 99.5 83.4 67.6 34.7 90.2 20.8 6.2 3.4

RC-SIFT-64D(C) 97.0 83.1 67.1 34.2 90.2 20.5 5.8 3.1
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Table 12. The performance of SIFT−128D, SIFT−64D, SURF−64D and our RC-
SIFT−64D using when a combination of salt and pepper noise and increasing darkness
is applied on UKbench5 images. The results are presented for two level of noise densities
(i.e. 15% and 35%), for each the darkness increases using the values Dr = 50 and
Dr = 120. A query image is retrieved if its corresponding image in the used noised and
illuminated benchmark appears in the top of the retrieved image. In this table SP and
Dr = refer to the salt pepper noise and lightness, respectively.

Method Dr 30 SP 15% SP 15% Dr 90 SP 35% SP 15%

Dr 30 Dr 90 Dr 30 Dr 90

SIFT-128D 100 82.6 73.6 36.7 91.2 20.2 8.0 6.2

SIFT-64D 99.8 82.2 73.0 36.7 90.2 15.2 8.0 5.8

SURF-64D 99.5 81.2 73.0 35.3 88.1 14.5 7.1 5.3

RC-SIFT-64D(R) 99.5 83.4 73.4 37.0 90.2 20.8 10.2 7.0

RC-SIFT-64D(C) 97.0 83.1 73.1 36.6 90.2 20.5 9.6 6.8

Combination of Noise and Illumination Change. To test the robust-
ness of the proposed descriptors to the illumination change and added noise,
salt and pepper noise with density of 15% and 35% is applied to UKbench5
images. After that, the brightness of noised images is increased using the val-
ues 50, 70, 100, 120 [13,22] or decreased by subtracting the values 30, 50, 70, 90
from all channels of the pixels of the image. As a result we obtain 16 bench-
marks which contains various levels of additional noise and illumination change.
Tables 11 and 12 present the performance of various descriptors in two cases:
Firstly when adding noise and illumination change are applied separately and
secondly in case of combination. These tables show a decrease in the perfor-
mance of all presented descriptors in the case of combination. Moreover, the
performance in the case of combination is always lower than the minimum per-
formance obtained by applying the affine transformation separately. However,
in case of using the salt and pepper noise with density of 35% all presented
descriptors are not stable anymore. Figure 2 presents the difference between the
locations of the extracted descriptors by the RC-SIFT−64D before and after
applying a combination of illumination increase and noise. The most extracted
features in Fig. 2(a) and (b) locate at comparable positions in the both images.
Whereas, the locations of features in Fig. 2(a) differ from the those in Fig. 2(b).
Therefore, the image in Fig. 2(b) appears as the first retrieved results of the
query image Fig. 2(a) whereas, the image in Fig. 2(c) does not appear in the top
retrieved results of the query image Fig. 2(a).

Addition of Noise and Rotation. A combination of adding noise and rota-
tion is achieved by firstly adding the salt and pepper noise with density of 15%
or 35% to the UKbench5 benchmark (the detail of adding noise is described
in [22]). Secondly, the noised images are rotated at different angles in a clock-
wise direction (i.e. 40o, 135o, 215o, 250o, 300o) to generate ten benchmarks of



Near-Duplicate Retrieval: A Benchmark Study of Modified SIFT Descriptors 135

(a) An image of the
UKbench5 benchmark
(i.e. the query image).

(b) The image in 2(a) af-
ter applying a combination
of illumination increase with
value 50 and noise of density
15%.

(c) The image in 2(a) af-
ter applying a combination
of illumination increase with
value 50 and noise of density
35%.

Fig. 2. It is shown in (a) and (b), that many extracted descriptors (presented in blue)
have the same locations in both images. Therefore, the image retrieval task is achieved
successfully in this case. Whereas, the extracted descriptors in (a) and (c) are located
in different positions thus, the benchmark image (c) does not appear in the top of the
retrieved results. (Color figure online)

Table 13. The performance comparison of SIFT−128D, SIFT−64D, SURF−64D and
our RC-SIFT-64D(R)and RC-SIFT-64D(C) in the case of applying salt and pepper
noise and rotation to UKbench5 benchmark. For each query image the retrieval task
is achieved if its corresponding image in the noised and rotated benchmark appears
in the top of the result. The results are presented for two noise densities (i.e. 15%,
35%) for each five rotation values are applied: 40o, 135o, 215o, 250o, 300o. The results
are presented in percent.

Method Noise 15% Noise 35%

40o 135o 215o 250o 300o 40o 135o 215o 250o 300o

SIFT-128D 32.0 39.8 40.0 43.0 37.6 6.2 5.6 5.4 5.8 5.4

SIFT-64D 31.8 39.5 40.0 42.0 36.8 6.1 5.6 5.6 5.2 5.0

SURF-64D 30.7 39.2 40.2 42.3 37.1 5.8 5.5 5.9 5.8 5.4

RC-SIFT64 (R) 31.7 39.2 41.2 43.8 40.0 6.0 6.0 5.5 6.2 6.0

RC-SIFT64 (C) 32.0 39.3 41.2 43.0 40.0 5.8 5.3 5.7 6.2 6.2

noised rotated images. Table 13 describes how the performance of all proposed
descriptors decrease very strongly for a fixed rotation angle when the density of
the added noise is increased.

6.4 Combination of Blurring and Affine Transformation

To study the effect of image blurring combination with various kinds of affine
transformation on the performance of the original SIFT−128D, SIFT−64D,
SURF−64D and RC-SIFT−64D, the UKbench5 benchmark images are firstly
blurred by convolving the image with Gaussian filters using three variations i.e.,
σ2 = 5, σ2 = 10 and σ2 = 15 (the process of fileting is described in [22]). After
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that, the illumination of the blurred images is increased or decreased using the
same values presented in Subsect. 6.3. The best Performance of near-duplicate
retrieval is obtained when the Gaussian filter with σ2 = 5 is used. This per-
formance is below 25% for all proposed descriptors. However, when a Gaussian
filter with σ2 = 10 or σ2 = 15 is applied the performance decreases to be not
more than 16% or 13%, respectively. When a combination of image blurring and
rotation change (the rotation values are: 40o, 135o, 215o, 250o, 300o) is applied,
the successfully retrieved images are not more than 13% for all descriptors when
σ2 = 5. Whereas, the performance decreases to 8% or 4% when σ2 = 10 or
σ2 = 15, respectively. A Combination of the Gaussian blur with the salt pepper
noise retrieve successfully less than 15% of the applied query images when the
density of noise is 15% and the blurring variation is σ2 = 5. The number of
retrieved images decreases to 10% or 8% when the blurring variation increases
to σ2 = 10 or σ2 = 15, respectively. The results of combining Gaussian blur with
different kinds of image affine transformations present that the performance of
all proposed descriptors decreases strongly and the extracted descriptors become
unstable when more blurring is added to the images.

7 Conclusion

In this work, we evaluated the performance of the RC-SIFT−64D descriptor
to solve the near-duplicate retrieval task in two cases: Firstly, for benchmarks
of different size. Secondly, using the same benchmark but for different numbers
of extracted features. The experiments show a slight improvement in matching
results compared to the original SIFT−128D when tested on various benchmark
databases. Moreover, the RC-SIFT−64D needs shorter time for indexing and
less memory.

We also evaluate the robustness and stability of the original SIFT−128D,
SIFT−64D, SURF−64D and RC-SIFT−64D against combinations of image
affine transformations. The results show that all proposed descriptors are robust
for combination of transformations with small changes. However, the stabil-
ity of descriptors decreases when the amount of the combined transformations
increases especially, in the case of combination with noise. When the image
affine transformations are combined with blurring, the performance of all pro-
posed descriptors decreases very strongly. So that in this case the extracted
descriptors loose their robustness.

In the case of extracting variable amounts of features from the benchmark,
the performance increase when the numbers of extracted features decrease.
Therefore, we are going in the next step to study the factors that may help to
reduce the amount of detected features but enhance the performance of descrip-
tors in solving the near-duplicate retrieval task. Moreover, we aim to study if
the RC-SIFT−64D can be used in the field of human visual attention, e.g., as a
more stable predictor for creating a saliency map of human gaze as discussed in
a previous study [18].
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