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Abstract. In recent years finger vein authentication has gained an increasing
attention, since it has shown the potential of providing high accuracy as well as
robustness to spoofing attacks. In this paper we presented a new finger verifi-
cation approach, which does not need precise segmentation of regions of interest
(ROIs), as it exploits a co-registration process between two vessel structures. We
tested the verification performance on the MMCBNU_6000 finger vein dataset,
showing that this approach outperforms state of the art techniques in terms of
Equal Error Rate.
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1 Introduction

In the last decade, finger vein authentication has emerged as one of the most promising
biometric technologies. Finger blood vessels are subcutaneous structures, providing a
vein pattern that is unique and distinctive for each person, so it can be considered as an
effective biometric trait. Since blood vessels can be captured only in a living finger, the
vein pattern shows two main desirable properties: (a) it is harder to copy/forge than
other biometric traits such as fingerprint and face; (b) it is very stable, not being
affected by environmental and skin conditions (humidity, skin disease, dirtiness, etc.).
There are many further aspects making the finger vein pattern a good candidate for a
new generation of biometric systems. First of all, each individual has unique finger vein
patterns that remain unchanged despite ageing. Just like fingerprints, ten different vein
patterns are associated to a person, one for each finger, so that if one finger is acci-
dentally injured, other fingers can be used for personal authentication. However, finger
vein patterns can be acquired contactless, and this makes them preferable to finger-
prints, considering that they are comparable in terms of distinctiveness. Moreover,
small size capturing devices are available on the market at a low price, that makes this
biometric very convenient for a wide range of security applications (e.g. physical and
remote access control, ATM login, etc.).
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As for many other biometrics, still there are open issues affecting the authentication
accuracy, so restraining a massive diffusion of this technology out of academic labo-
ratories. Indeed, finger vein patterns are mainly affected by uneven illumination and
finger posture changes that produce irregular shading and deformation of the vein
patterns in the acquired image. The research in this field is mainly devoted to cope with
these two major problems by designing either ad hoc preprocessing algorithms, or
robust feature extraction/matching techniques. Generally, the most of the approaches
from recent literature mainly act specifically on one of the four main stages of the finger
vein authentication, that are: (i) image acquisition, (ii) preprocessing, (iii) vein feature
extraction and (iv) feature matching.

The capturing device project infrared light onto the finger and scans the inner
surface of the skin to read the vein pattern by means of an infrared camera. Many
imaging sensors are available on the market, which may differ both in the quality and
resolution of the acquired finger image. In general, they provide a 8 bit grayscale finger
image, whose resolution may range from 240 � 180 pixels to 640 � 480 pixels.

The image preprocessing stage can be further subdivided in three main steps that
are enhancement, normalization, and segmentation. Image enhancement techniques
aim to suppress noisy pixels and to make the vein structure more prominent and easy to
distinguish from the background. Problems related to uneven illumination and low
local contrast, are also addressed in this stage. Some image enhancement methods are
based on multi-threshold combination [1], directional information [2], Gabor filter [3],
Curvelets transform [4] and, restoration algorithms [5].

Image enhancement is generally followed by a normalization stage, which is aimed
to detect a ROI containing the most of distinctive vein features. The detection of the
ROI is implemented by means of edge operators [6–8], while taking into account the
finger structure (knuckles and phalanxes) and some basic optic knowledge. After the
ROI has been detected and separated from the rest of the finger image, it undergoes to a
segmentation stage, whose purpose is to extract finger veins (foreground) from a
complicated background. Finger vein extraction represents a crucial point, as it is
fundamental for vein pattern-based authentication methods, as demonstrated by the
large number of techniques that have been proposed in literature to address this
problem; line-tracking [9], threshold-based methods [10], mean curvature [11] and
region growth-based feature [12] are just some examples.

The last stage into the finger vein recognition pipeline is represented by feature
extraction and classification. All the approaches related to this stage can be grouped
into three main categories: (i) methods characterizing geometric shape and topological
structure of vein patterns [9, 13–16], (ii) approaches based on dimensionality reduction
techniques and learning processes [17–20], (iii) methods exploiting local operators to
generate histograms of short binary codes [21–24].

In this paper we propose a new technique for finger vein verification, namely partial
matching of finger vein patterns based on point sets alignment and directional infor-
mation (PM-FVP). This method introduces some novelties. First of all, the same
directional information is used to both detect and match vessel structures. It has been
previously tested on retina blood vessel segmentation [25], but it had not been
experimented yet on finger veins. We propose a new enhancing operator that increases
local contrast by exploiting grey level information in pixels neighborhood. We also
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introduce a vessel structures co-registration stage in the processing pipeline, so
avoiding the need of segmenting ROIs. We define a new local directional based feature
vector that outperforms the existing ones like Local Binary Pattern (LBP) [26] and
Local Directional Code (LDC) [23], which can be considered as the state of the art. The
proposed approach has been tested on finger vein images provided in the
MMCBNU_6000 dataset [27], which includes both complete finger vein images and
their associated ROIs. Experimental results show that PM-FVP outperforms other
approaches in terms of verification accuracy.

2 The Proposed Approach

In this paper, we introduce a new finger vein verification technique (PM-FVP) that
aims to solve the problem of partial matching between finger vein patterns without the
need of detecting specific ROIs. Our approach implements four main steps: (i) image
enhancement, (ii) image segmentation, (iii) finger vein patterns co-registration, and
(iv) feature extraction and matching. By exploiting a rigid co-registration process, this
method is able to align partial finger vein patterns and to perform matching according
to local directional information extracted from the blood vessel structure.

Image Enhancement
Finger vein images are generally characterized by a very low contrast of blood vessels,
which often jeopardizes results obtained by the image segmentation techniques.
However, the detection of vein structure (foreground) from the rest of the image
(background) represents a crucial point in finger vein authentication systems, since the
better the extracted foreground, the higher the accuracy of the authentication process.
In order to mitigate effects of noise and uneven illumination, PM-FVP implements a
preprocessing stage with the purpose of enhancing local contrast before applying the
segmentation algorithm. The input images in MMCBNU_6000 have a resolution of
640 � 480 pixels. We resize the input image to a fixed resolution of 128 � 96 pixels
for reasons that will be explained in the following. From now on, we will consider as
input images the ones obtained after size reduction. Subsequently, PM-FVP applies a
contrast enhancement filter. The enhancing filter is a pixel-wise local operator. For each
pixel p of the image, it considers two local windows W1 and W2 both centered in p, but
with different sizes n1 � n1 and n2 � n2, respectively (n1 and n2 depend on the image
resolution and in our case they have been set to 3 and 11, respectively). The maximum
grey value max1 (max2) in W1 (W2) is computed. The new grey value assigned to p is
computed according to the following equation:

p
0 ¼ p � e

max1
1þmax2ð Þ ð1Þ

Clearly max2 � max1 always holds, as W1 is included in W2, so that the exponent in
(1) is always lower than one. Since the value of p′ may be larger than 255, all grey
values of the filtered image are mapped to the range [0, 255] by means of the min-max
rule:
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p
00 ¼ 255 � p

0 � m1

� �
= m2 � m1ð Þ ð2Þ

where m1 and m2 are the minimum and maximum grey values of the filtered image,
respectively.

Image Segmentation
The segmentation process exploits a technique presented in [25], where directional
information associated to each pixel of the image is exploited to separate the fore-
ground from the background. It is based on the assumption that blood vessels are
generally darker than background, and they are thin and elongated structures with
different directions. PM-FVP builds a direction map DM, where each pixel p of the
image is assigned a discrete direction dj, according to a directional mask, centered in
p. The number of different discrete directions dj depends on the size of the directional
mask. In particular, for a mask of n � n pixels, 2 � (n − 1) discrete directions are
possible. In turn, the value of n should be selected by taking into account the thickness
of the veins and of the background regions (valleys) separating them. If a too small
mask is centered on the innermost pixels in a vein (valley), no significant grey-level
changes can be detected along all directions, so that any direction can be assigned to
the innermost pixels. On the contrary, if a too large mask is used, it can include vein
pixels of different veins causing a non-correct direction assignment.

For MMCBNU_6000 images, a reasonably compromise between segmentation
quality and computational cost, is to reduce the image size to 128 � 96 pixels and to
use a directional mask m of size n = 7 generating twelve different directions repre-
sented by twelve templates tj (j = 1,…,12). A graphical representation of all discrete
directions generated by a 7 � 7 mask is given in Fig. 1.

Fig. 1. Discrete directions generated by a 7 � 7 mask. Continue lines pass through the pixels
along the direction in one of the two ways and dashed lines identify those in the opposite way.

Let be p a pixel of the image, for any direction dj (j = 1,2,…,12), neighboring pixels
that fall into the template tj centered in p are partitioned into two sets indicated by S1
and S2. The set S1 consists in the 7 pixels aligned along the direction dj, while S2 is
formed by the 42 remaining pixels. Let be Adj(p) and NAdj(p) the average values
computed over S1 and S2, respectively. In the directional map DM, the pixel p is
assigned the direction dj, for which the score sj(p) = NAdj(p) − Adj(p) is maximized.
Doing so, a score map SM is built where SM(p) = maxj(sj(p)). Starting from DM and
SM, a preliminary segmentation is performed, which also undergoes to some refine-
ment steps to obtain the final foreground. Details of these steps can be found in [25].
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In Fig. 2, from left to the right, a running example, with its enhancement and final
segmentation is shown.

The Co-registration of Finger Vein Patterns
We formulate the problem of co-registering two finger vein patterns as a point set
registration process, whose aim is to assign correspondences between two sets of points
and to derive a transformation mapping one point set to the other. It is a challenging task
due to many factors like the dimensionality of point sets and the presence of noise and
outliers. In order to ensure that features extracted from different vessel structures are
correctly matched, finger vein pattern must be previously align, so to guaranty a proper
correspondence among homologous regions. To this aim, PM-FVP implements a
co-registration process to align finger vein patterns. In other words, foreground pixels of
vessel structures extracted from two different vein finger images may be considered as
two different point sets. Since the dimensionality of point sets heavily affects the
computational cost of point set alignment methods, a skeletonization operation is applied
to the foreground extracted from a finger vein image. The skeletons of two different
vessel structures are then considered as two point sets P1 and P2, which are inputted to
the co-registration algorithm.

Co-registration between point sets is performed by means of the Coherent Point
Drift (CPD) algorithm presented in [27]. The CPD technique reformulates the point sets
registration problem as a probability density estimation. The first point set P1 represents
centroids of a Gaussian Mixture Model (GMM) that must be fit to the second point set
P2, by maximizing a likelihood. During the fitting process, topological structure is
preserved by inducing centroids to move coherently as a group. CPD has been designed
to cope with both rigid and non-rigid transformation, but in our specific case we only
search for a rigid affine transform T mapping P1 in P2. After the co-registration process,
the directional features are extracted from both aligned vessel structures according to a
local descriptor that is detailed in the following Section. To show that our method is
able to perform a partial matching, in Fig. 3 we provide the co-registration result (right)
obtained by aligning the vessel structures extracted from the whole finger (left) and its
ROI (middle).

Fig. 2. The finger vein image used as running example (left), its enhancement (center), and the
final segmentation (right).

Fig. 3. The vessel structure of the MMCBNU_6000 image 002_01_L_Fore (left), the vessel
structure of the corresponding ROI (middle), and the result of co-registration (right).
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Feature Extraction and Matching
The most of the existing approaches designed for finger vein matching work on ROIs,
which are extracted from finger vein images, to guarantee that corresponding vessel
structures properly overlap. In turn, PM-FVP does not work on ROIs, but directly
aligns vessel structures before extracting directional features. Before applying the
feature extraction process, PM-FVP computes the overlapping region between the two
aligned vessel structures and limits next processing steps only to this area. The feature
extraction process exploits the directional information that has been calculated to
segment vessels, and that is provided by the corresponding directional maps DM1 and
DM2, and score maps SM1 and SM2. In other words, PM-FVP just crops DM1, DM2,
SM1 and SM2 to obtain DMc1, DMc2, SMc1 and SMc2 corresponding to the overlapping
region. PM-FVP partitions DMck and SMck (k = 1,2) in non-overlapping sub-windows
Wi with fixed dimensions r � r, where r is proportional to the dimension n of the
directional mask m that has been adopted to compute directional/score maps (in our
case r = 16). For each sub-window Wi, PM-FVP computes a 12-bins histogram H,
where each bin bj corresponds to a discrete direction dj, while the value of each bin is
computed by averaging the scores SM(p) of all pixels p in Wi, whose assigned direction
is dj. The feature vector Vk is then built by concatenating all histograms in a global
feature vector Vk = H1 ⊕ H2 ⊕…⊕ Hn. After the feature extraction stage, two vessel
structures are assigned with the corresponding feature vectors V1 and V2, which have
the same length. Thus, matching between V1 and V2, can be easily performed by
applying a distance measure. In our experiments we tested the cosine distance.

3 Experiments and Results

All the experiments have been performed on the MMCBNU_6000 finger vein dataset
[28], using MATLAB (R2010a) on an Intel Core2 Duo U7300 @ 1.30 GHz with 4 GB
of RAM. The MMCBNU_6000 dataset consists of 6000 finger vein grayscale images
captured from 100 persons. It also provides 6000 segmented ROIs with a resolution of
64 � 128 pixels. For the sake of simplicity we will indicate the set of images of whole
fingers as A and the set of corresponding ROIs as B.

The experiments consist of two different tests: (a) evaluating the verification
accuracy on set A (Experiment I), (b) computing the verification accuracy while
comparing set B to set A (Experiment II). We measured the verification accuracy in
terms of Equal Error Rate (EER), Feature Dimensionality (FD) and Processing Time
(PT). In both experiments, five finger vein images from one subject have been con-
sidered as the gallery set, while the remaining five images have been used as the probe
set. This led to 3000 genuine matches and 1797000 imposter matches, respectively.
The performance of PM-FVP has been compared with that of some most commonly
used state of the art technique for experiment one. Performance results are reported in
Table 1 and show the effectiveness of the proposed method.
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4 Conclusion

Finger vein authentication is emerging as one of the most promising biometric traits, as
solves many of the limitations of existing biometrics like fingerprints, but offering
comparable performances in terms of verification accuracy. In this paper we presented
a new approach, namely PM-FVP, whose main contributions are: (i) designing a new
local contrast enhancement filter, (ii) using new local directional features to both
segmenting and matching finger vein pattern, (iii) co-registering vessel structures
without needing precise segmentation of ROIs. Experimental results show that
PM-FVP outperforms state of the art techniques in terms of verification accuracy. In
future works we aim to combine both rigid and non rigid transformation to further
improve the quality of the co-registration results, as we expect that this will further
increase the verification performance.
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