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Abstract. As the volume of online manufacturing information grows steadily,
the need for developing dedicated computational tools for information organi-
zation and mining becomes more pronounced. This paper proposes a novel
approach for facilitating search and organization of textual documents and also
extraction of thematic patterns in manufacturing corpora using document clus-
tering and topic modeling techniques. The proposed method adopts K-means
and Latent Dirichlet Allocation (LDA) algorithms for document clustering and
topic modeling, respectively. Through experimental validation, it is shown that
topic modeling, in conjunction with document clustering, facilitates automated
annotation and classification of manufacturing webpages as well as extraction of
useful patterns, thus improving the intelligence of supplier discovery and
knowledge acquisition tools.
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1 Introduction

Manufacturing companies are increasingly enhancing their web presence in order to
improve their visibility in the global market and generate high quality leads. Besides
using conventional webpages, manufacturing companies publish online white papers,
case studies, newsletters, blogs, info-graphics, and webinars to advertise their capa-
bilities and expertise. This has resulted in rapid growth in the volume of online
manufacturing information in an unprecedented rate. The online manufacturing
information is typically presented in an unstructured format using natural language text.

The growth in the size and variety of unstructured information poses both chal-
lenges and opportunities. The challenge is related to efficient information search and
retrieval when dealing with a large volume of heterogeneous and unstructured infor-
mation. Traditional search methods, such as keyword search, with their limited
semantic capabilities, can no longer meet the information retrieval and organization
needs of the cyber manufacturing era. More advanced computational tools and
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techniques are needed that can facilitate search, organization, and summarization of
large bodies of text more effectively. At the same time, the unstructured text available
on the Internet contains valuable information that can be extracted and transformed into
business intelligence to support knowledge-based systems.

In this paper, a hybrid text mining technique is proposed for processing and cat-
egorizing plain-language manufacturing narratives and extracting useful patterns and
unseen connections from them. Text mining is the process of deriving new, previously
unknown, information from textual resources [5]. There exist multiple text mining
techniques, such as summarization, classification, clustering, topic modeling, and
association rule mining that can be applied to the manufacturing documents. Text
mining techniques are either supervised or unsupervised. In supervised (also known as
predictive) techniques, fully labeled data is used for training machine learning algo-
rithms, whereas in unsupervised (also known as descriptive) techniques, no training
dataset is required. Supplier classification using supervised text mining technique was
previously proposed and implemented [1].

In this research, two unsupervised text mining techniques, namely, clustering based
on k-means algorithm and topic modeling based on LDA algorithm, are adopted.
Clustering is the process of grouping documents into clusters based on their content
similarity, while topic modeling is a method for finding recurring patterns of
co-occurring words in large bodies of texts [7]. Clustering and toping modeling can be
regarded as complementary techniques since the unlabeled clusters, as the output of
clustering process, can be characterized and described by their core theme using topic
modeling technique. The primary objective of this research is to use document clus-
tering to build clusters of manufacturing suppliers and to use topic modeling to identify
the core concepts that form the underlying theme of each cluster. Organization of
manufacturing capability narratives into various clusters with known properties will
improve the efficiency of the supplier discovery process. Furthermore, extraction of
hidden patterns from the capability narratives could lead to generation of useful
information and insights about new trends and developments in manufacturing
technology.

This paper is organized as follows. The next section discusses the relevant literature
in text analytics. The proposed hybrid method is presented in Sect. 3. This section also
provides information about a proof-of-concept experimentation and validation. The
paper ends with concluding remarks.

2 Background and Related Works

Text mining has already been applied in areas ranging from pharmaceutical drug
discovery to spam filtering and summarizing and monitoring customer reviews [9]. In
the manufacturing domain, however, it is a relatively new undertaking.

Kung et al. [2] used text classification techniques for identifying quality-related
problems in semiconductor manufacturing based on the unstructured data available in
hold records. Dong and Liu [3] proposed a tool for manufacturing website classification
in based on determined genres for the websites [3]. Their proposed website classifier
works based on a hybrid Support Vector Machine (SVM) algorithm. However, SVM is
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a supervised technique that requires high quality training data. Therefore, in absence of
well-prepared training data, the proposed approach will not yield the expected out-
come. To address this issue, researchers have adopted unsupervised approaches that
eliminated the need for preparation of pre-labeled data. Topic modeling [4] and
Clustering [5] are two prominent unsupervised methods for text classification and
mining. While Clustering is a long existing technique, topic modeling is considered to
be a relatively new method. Topic modeling techniques are used to discover the
underlying patterns of textual data. Probabilistic Latent Semantic Analysis (PLSA) is
one of the first topic modeling techniques introduced by Hofmann [6]. PLSA is a
statistical technique that discovers the underlying semantic structure of data [7]. PLSA
assumes a document is a combination of various topics. Therefore, by having a small
set of latent topics or variables, the model can generate the related words of particular
topics in a document. One successful application of PLSA is in the bioinformatics
context where it is being applied for prediction of Gene Ontology annotations [8].
However, PLSA can suffer from over-fitting problems [9]. Latent Dirichlet Allocation
(LDA) [10] extends the PLSA generative model. In LDA method, every document is
seen as a mixture of different topics. This is similar to the PLSA, except that topic
distribution in LDA has a Dirichlet prior which results in having more practical mix-
tures of topics in a document. LDA, as a method for topic modeling, has been used in
different applications. For instance, [11] discusses a LDA-based topic modeling tech-
nique that automatically finds the thematic patterns on Reuters dataset. The main
distinctive feature of their proposed method is that it incrementally builds and updates a
model of emerging topics from text streams as opposed to static text corpora. Some
researchers have applied LDA method to public sentiments and opinion mining in
product reviews [12, 13]. Application of LDA-based topic modeling for exploring
offline historical corpora is discussed in [14, 15].

Most of the existing methods use either clustering or topic modeling techniques to
help users categorize existing data and infer new information from unstructured data.
This paper proposes a hybrid model based on clustering and topic modeling methods to
facilitate online search and organization of manufacturing capability narratives and also
extraction of thematic patterns in manufacturing corpora.

3 Proposed Methodology for Text Mining

The standard method for web-based information search and retrieval is the keyword-
based method. For example, in a supplier search scenario, a customer from the medical
industry who is looking for precision machining services can simply use precision
machining and medical equipment as the search keywords in a generic search engine.
Nevertheless, the sheer size of the returned set would undermine the usefulness of the
search result. One way to make the results more useful is to present them to the user as
chunks or clusters of similar documents and then characterize each cluster using a set of
features or themes. In the precision machining example, a cluster characterized by
features such as precision machining, medical industry, inspection, and assembly
would be of interest for the user if inspection and assembly were the secondary services
that the user is looking for. This work proposes a hybrid text mining technique, which
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facilitates automatic clustering and characterization of the documents available in a
large manufacturing corpus. The overall structure of the proposed approach is
demonstrated in Fig. 1. As can be seen in this figure, the proposed approach is com-
posed of four major steps as described below.

3.1 Step 1: Building the Corpus

The first step is to create a corpus of manufacturing documents to be used as the test
data. The scope of this work was limited to the suppliers of CNC machining and metal
casting services. Therefore, to collect relevant websites, a generic web search based on
a few keywords such as machining service, contract manufacturing, casting service,
milling, turning, and sand casting were used. This keyword-based search is intended to
return a set of webpages related to providers of contract manufacturing services. The
keywords are selected subjectively based on the requirements of the search scenario
and no particular protocol or guideline is used for keyword selection in this work. Each
document (i.e., webpages) in the returned set was converted into a text-only document
with the XML format. The XML format, due to its generality and simplicity, can be
used across different platforms and applications. Figure 2 illustrates an example of a

Fig. 1. The proposed hybrid classifier

Fig. 2. XML-based representation of a document in the corpus

780 P.Y. Shotorbani et al.



website that is converted to the XML format with only two tags, namely, type and text.
A corpus containing 100 XML documents with 13544 terms was created for experi-
mental validation of the proposed approach.

3.2 Step 2: Customized Preprocessing of the Corpus

Corpus documents need to be noise-free before they can be analyzed and mined
efficiently. Corpus preprocessing entails removing the redundant and less informative
terms in order to create a clean corpus. The first preprocessing step is to remove
numbers, punctuations, and symbols. The next step is to remove the stop words that
do not contain significant manufacturing information. The words such as “quote”,
“inquire”, “call”, “type”, “request”, “contact”, and “address” that frequently appear in
manufacturing websites, but has marginal information about the manufacturing capa-
bility, belong to this category. After the removal of numbers, punctuations, symbols,
and stop words, the number of words in the corpus is reduced to 10357. Word stem-
ming is the next step in preprocessing which deals with reducing the derived words into
their word stem. For example, terms such as “casted” and “casting” are stemmed to
“cast”. This step is necessary for reducing the dimensionality of data and improving the
computational efficiency of the text analytics algorithms. Stemming reduces the
number of words to 7470.

The last preprocessing step is to generate the Document-Term Matrix (DTM) for
the manufacturing corpus. DTM is a matrix containing the frequency of the terms in the
manufacturing documents. In the DTM, documents are denoted by rows and the terms
are represented by columns. If a term is repeated n times in a specific document, the
value of its corresponding cell in the matrix is n. The DTM represents the vector model
of the corpus and is used as the input to the next step, document clustering.

3.3 Step 3: Document Clustering

This step involves creating groups of similar documents in the corpus. In this work, a
K-Means clustering algorithm is implemented which automatically clusters the docu-
ments of the corpus such that documents in a cluster are more similar to each other than
the documents in other clusters. In K-Means clustering technique, the user needs to
specify the number of clusters (K) in advance [16]. Then the algorithm defines K
centroids, one for each cluster. The next step is to assign each document to the nearest
centroid. The distance from a document to the centroids of the clusters is calculated
based on the projection of multidimensional DTM on Euclidean planes. The objective
function of the k-means algorithms is to minimize the sum of square of distances from
the data points (i.e., documents) to the clusters. Therefore, multiple iterations are
required until the convergence condition is met. The main steps of the clustering
algorithm are listed below: 1. Randomly distribute the documents among the K prede-
fined clusters; 2. Calculate the position of the centroid of each cluster; 3. Calculate the
distance between each document and each centroid; 4. Assign each document to the
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closets centroid; 5. Iterate over steps 1 to 4 until each document is assigned to at least one
cluster, no document is relocated to a new cluster, and the convergence condition is met.

To estimate the proper number of clusters in the dataset, the Sum of Squared Error
(SSE) method is used in this work. SSE refers to the sum of the squared distance
between each document of a cluster and the centroid of the cluster. The corpus holds
100 documents. Therefore, the value of K ranges from 2 to 99. The challenge is to
select the proper number of clusters through investigating the SSE corresponding to
each cluster. Generally, as it is depicted in Fig. 3, when the number of clusters
increases from 2 to 99, the SSE decreases since the clusters become smaller in size.

Based on the SSE plot, the suggested number of clusters is determined by the point
where the sharp drop in SSE ends [16]. This points is referred to as the elbow point. As
can be seen in Fig. 4, the elbow point occurs where the number of clusters is equal to 3.
Therefore, three clusters were generated for this particular dataset. These three clusters
with their assigned manufacturing documents are illustrated in Fig. 4.

Fig. 3. SSE curve for different values of k

Fig. 4. Result of clustering
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The plot of clustering result, shown in Fig. 4, is obtained based on a dimension
reduction technique called Principle Component Analysis (PCA). The proposed clus-
tering algorithm is based on the number of words in the corpus (7470 words or
dimensions) which makes it impossible to visualize the documents of the clusters. To
overcome this problem, PCA is used to enable the projection all data points (i.e.,
documents) on a 2D plane.

As it can be seen in the plot, the two upper right clusters (clusters A and B) have
partial overlap, while the third cluster (Cluster C) in the lower left corner is clearly
distinct from the other two. After inspecting the clusters, it was revealed that the
members of the over-lapped clusters (A and B) were the websites of contract manu-
facturers who offer machining and casting services. The distinctive feature of the
overlapping clusters is the depth of information provided by the member websites. The
websites in cluster A contain general and high-level information about the type of
process and services the suppliers offer while the websites in cluster B provide more
detailed information about the type of processes, sub-processes, secondary services,
and materials offered by the company. Cluster C mainly contained trade websites,
blogs, or technical white papers. This experiment demonstrated that the clustering
algorithm can successfully build meaningful clusters based on the type and nature of
documents and also the level of detail incorporated in them. However, the clustering
algorithm did not make a distinction between machining and casting websites. Also, it
is not possible to learn about the characteristics of each cluster without exploring each
cluster and investigating its contents. To further analyze and explore each cluster
automatically, topic modeling technique is used in the next step. Cluster B, which
contains 50 documents, is selected as the input to the topic modeling process.

3.4 Step 4: Topic Modeling

Document clustering results in partitioning a heterogeneous dataset into multiple
clusters with more similar members. However, it doesn’t provide any description or
characterization for the generated clusters. Topic Modeling is a text mining technique
for analyzing large volumes of unlabeled text. Latent Dirichlet Allocation (LDA) is
used as the underlying algorithm for topic modeling. LDA technique can be used for
automatically discovering abstract topics in a group of unlabeled documents. A topic is
a recurring pattern of words that frequently appear together. For example, in a col-
lection of documents that are related to banking, the terms such as interest, credit,
saving, checking, statement, and APR define a topic as they co-occur frequently in the
documents. LDA technique assumes that each document in the dataset is randomly
composed of a combination of all available topics with different probabilities for each.
The basic steps of the LDA technique are listed below. The reader is referred to [4] for
more detailed discussion of the LDA technique:

1. For each document d, randomly allocate each word in the document to one of the t
topics. This random allocation provides topic representations of all the documents
and also distributions of words of all the topics.

2. For each document d, calculate two values.
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a. p (topic t | document d), which is the proportion of words in document d which
are currently assigned to topic t.

b. p (word w | topic t), which is the proportion of allocations to topic t over all
available documents that are using word w.

3. Reassign the word w to a new topic.
4. Repeat the steps 1 through 3 until a steady state is achieved where the word-to-topic

assignments sound meaningful.

As the last stage of the experiment, the application is run to find a predetermined
number of topics in the dataset. The number of topics depends on the diversity of the
documents in the dataset. More diverse documents discuss more topics, whereas more
focused documents are centered around only a few themes. In this experiment, the
desirable number of topics was set to four after studying the documents and their
themes. Table 1 shows these four topics and their 10 most frequent words.

From Table 1, it can be inferred that Topic 2 is mainly about casting processes
while Topic 3 corresponds to the turning and milling processes. However, as men-
tioned earlier, each document can address more than one topic. The LDA addresses this
issue by returning topic probabilities associated with each document. Table 2 lists these
probabilities for five example documents in the dataset.

From Table 2, it can be concluded that the first document belongs to topic 3 which
is mainly about CNC machining services. Also, the calculated probabilities suggest that
the fourth document belongs to topic 2, which corresponds to the casting process and

Table 1. Top 10 stemmed terms in Topic 1 through Topic 4

Topic 1 Topic 2 Topic 3 Topic 4

1 Turn Cast CNC Machine
2 Service Die Turn Custom
3 Steel Mold Part Process
4 Industry Aluminum Tool Product
5 Component Sand Equip Quality
6 Alloy Housing Mill Manufacture
7 Format Iron Material High
8 Stainless Rang Product Engine
9 Standard Test Chuck Grind
10 Aerospace System Precision Provide

Table 2. Documents and their topic probabilities

Document Topic 1 Topic 2 Topic 3 Topic 4

1.xml 0.091 0.166 0.554 0.187
2.xml 0.609 0.053 0.223 0.113
4.xml 0.149 0.659 0.085 0.105
5.xml 0.215 0.203 0.226 0.354
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services. Furthermore, document 5 equally discusses topics 1 through 5 which implies
that the supplier pertaining to this document is not specialized in only one manufac-
turing process. The performance of the proposed technique can be improved in time by
adding more terms to the list of stop words that will be filtered out at the preprocessing
stage. For example, the terms component and format under topic 1 are not as infor-
mative as the other terms in the group and can be eliminated from the vector model.

4 Conclusions

This paper presents a hybrid text mining method based on document clustering and
topic modeling techniques. The objective of the proposed method is to build clusters of
manufacturing websites and discover the hidden patterns and themes in the identified
clusters. Furthermore, it harvests the key manufacturing concepts that can be imported
into manufacturing thesauri and ontologies. Given the unsupervised nature of the
algorithms used in this work, there is no need to prepare training data. This signifi-
cantly reduces the initial setup cost and time. The results provided in this paper are only
based on a single run of the mining process. The performance of the proposed method
can be further improved through multiple iterations and subsequent elimination of less
informative words under each topic. When highly informative terms are clustered
together under a topic, the likelihood of discovering useful patterns in data increases.
The corpus used in this proof-of-concept implementation contains only 100 documents.
To reap the true benefits of text mining in manufacturing, the size of the corpus has to
be significantly larger.

There are multiple areas that can be further explored in the future. One future task is
to evaluate the performance of different topic modeling algorithms that can be used in
the proposed framework. In the current implementation, the number of topics is
determined upfront by the user, but there is a need for calculating the optimum number
of topics in the corpus automatically.
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