
Chapter 3
Soft Decision and Quantised
Soft Decision Decoding

3.1 Introduction

The use of hard decision decoding results in a decoding loss compared to soft decision
decoding. There are several references that have quantified the losswhich is a function
of the operating Eb

N0
ratio, the error-correcting code and the quantisation of the soft

decisions. Wozencraft and Jacobs [6] give a detailed analysis of the effects of soft
decision quantisation on the probability of decoding error,Pec, for the ensemble of
all binary codes of length n without restriction of the choice of code. Their analysis
follows from theCoding Theorem, presented byGallager for the ensemble of random
binary codes [3].

3.2 Soft Decision Bounds

There are 2n possible binary combinations for each codeword, which in terms of
the n-dimensional signal space hypercube corresponds to one vertex taken from
2n possible vertices. There are 2k codewords and therefore 2nk different possible
codes. The receiver is considered to be composed of 2k matched filters, one for each
codeword, and a decoder error occurs if any of thematched filter receivers has a larger
output than the matched filter receiver corresponding to the transmitted codeword.
Consider this matched filter receiver and another different matched filter receiver,
and consider that the two codewords differ in d bit positions. The Hamming distance
between the two codewords is d. The energy per transmitted bit is Es = k

n Eb, where
Eb is the energy per information bit. The noise variance per matched filtered received
bit, σ 2 = N0

2 , where N0 is the single sided noise spectral density. In the absence of
noise, the output of the matched filter receiver for the transmitted codeword is n

√
Es ,

and the output of the other codeword matched filter receiver is (n − 2d)
√
Es . The

noise voltage at the output of the matched filter receiver for the transmitted codeword
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44 3 Soft Decision and Quantised Soft Decision Decoding

is denoted as nc − n1, and the noise voltage at the output of the other matched filter
receiver will be nc + n1. The common noise voltage nc arises from correlation of the
bits common to both codewords with the received noise, and the noise voltages −n1
and n1 arise respectively from correlation of the other d bits with the received noise.

A decoder error occurs if

(n − 2d)
√
Es + nc + n1 > n

√
Es + nc − n1, (3.1)

that is, a decoder error occurs when 2n1 > 2d
√
Es .

The average noise power associated with n1 is dσ 2 = d N0
2 , and as the noise is

Gaussian distributed, the probability of decoder error, pd , is given by

pd = 1√
πdN0

∫ ∞

d
√
Es

e
−x2

dN0 dx . (3.2)

This may be expressed in terms of the complementary error function

erfc(y) = 2
1√
2π

∫ ∞

y
e

−x2

2 dx (3.3)

and leads to

pd = 1

2
erfc

(√

d
k

n

Eb

N0

)

(3.4)

Each of the other 2k − 2 codewords may also cause a decoder error but the weight
distribution of the code Ci is unknown. However, by averaging over all possible
codes, knowledge of the weight distribution of a particular code is not required. The
probability of two codewords of a code Ci , differing in d bit positions, p(d|Ci ) is
given by the Binomial distribution

p(d|Ci ) =
n!

(n−d)!d!
2n

(3.5)

A given linear code Ci cannot have codewords of arbitrary weight, because the sum
of a sub-set of codewords is also a codeword. However, for non linear codes, pd may
be averaged over all of the codes without this constraint.

pC =
2n2

k

∑

i=1

p(d|Ci )p(Ci ) <
1

2n2k

n∑

d=0

2n2
k

∑

i=1

n!
(n−d)!d!
2n+1

erfc

(√

d
k

n

Eb

N0

)

(3.6)
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rearranging the order of summation

pC <
1

2n2k

2n2
k

∑

i=1

n∑

d=0

n!
(n−d)!d!
2n+1

erfc

(√

d
k

n

Eb

N0

)

(3.7)

and

pC <
1

2n+1

n∑

d=0

n!
(n − d)!d!erfc

(√

d
k

n

Eb

N0

)

(3.8)

Remembering that any of the 2k − 1 matched filters may cause a decoder error, the
overall probability of decoder error averaged over all possible binary codes poverall,
is

poverall = 1 − (1 − pC)2
k−1 < 2k pC (3.9)

and

poverall <
2k

2n+1

n∑

d=0

n!
(n − d)!d!erfc

(√

d
k

n

Eb

N0

)

(3.10)

An analytic solution may be obtained by observing that 1
2 erfc(y) is upper bounded

by e−y2 ,

poverall <
2k

2n

n∑

d=0

n!
(n − d)!d!e

−d k
n

Eb
N0 (3.11)

and as observed by Wozencraft and Jacobs [6],

(1 + e− k
n

Eb
N0 )n =

n∑

d=0

n!
(n − d)!d!e

−d k
n

Eb
N0 (3.12)

and

pC <
1

2n
(1 + e− k

n
Eb
N0 )n (3.13)

poverall <
2k

2n
(1 + e− k

n
Eb
N0 )n (3.14)
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Traditionally, a cut-off rate R0 is defined after observing that

2k

2n
(1 + e− k

n
Eb
N0 )n = 2k

⎛

⎝1 + e− k
n

Eb
N0

2

⎞

⎠

n

(3.15)

with

2R0 =
(

2

1 + e− k
n

Eb
N0

)

, (3.16)

then

poverall < 2k2−nR0 = 2k−nR0 = 2−n(R0− k
n ) (3.17)

This result may be interpreted as, providing the number of information bits of the
code is less than the length of the code times the cut-off rate, then the probability
of decoder error will approach zero as the length of the code approaches infinity.
Alternatively, provided the rate of the code, k

n , is less than the cut-off rate, R0,
then the probability of decoder error will approach zero as the length of the code
approaches infinity.

When s quantised soft decisions are used with integer levels 0 to 2s−1, for s even
and integer levels 0 to s − 1 for s odd, the transmitted binary signal has levels 0 and
2(s − 1), for s even and levels 0 and s − 1, for s odd and the probability distribution
of the quantised signal (bit) plus noise, after matched filtering, has probability pi ,
i = 0 to s − 1, represented as

p(z) =
s−1∑

i=0

pi z
−2i , for s even (3.18)

and

p(z) =
s−1∑

i=0

pi z
−i , for s odd (3.19)

A decoder error occurs if

s(n − 2d) + nc + n1 > sn + nc − n1 (3.20)

and occurs when

n1 > sd (3.21)
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and has probability 0.5 when

n1 = sd (3.22)

The probability of decoder error may be determined from a summation of terms
from the overall probability distribution for the sum of d independent, quantised
noise samples, and is given by a polynomial qd(z) at z = 0, where qd(z) is given by

qd(z) = p(z)d
(
1 − z(s−1)d+1

1 − z
− 0.5z(s−1)d

)
, for s even (3.23)

The 0.5z(s−1)d term corresponds to n1 = sd when the probability of decoder error is
0.5.

qd(z) = p(z)d
(
1 − z

s−1
2 d+1

1 − z
− 0.5z

s−1
2 d

)

, when s is odd (3.24)

and the 0.5z
s−1
2 d term corresponds to n1 = sd when the probability of decoder error

is 0.5.
The probability of decoder error is given by qd(z) when z = 0,

pd = qd(0) (3.25)

The evaluationof the averageprobability of decoder error for quantised soft decisions,
pCQ is given, as before by averaging over all codes and rearranging the order of
summation

pCQ <
1

2n2k

2n2
k

∑

i=1

n∑

d=0

n!
(n−d)!d!
2n

qd(0) (3.26)

Simplifying

pCQ <

n∑

d=0

n!
(n−d)!d!
2n

qd(0) (3.27)

When hard decisions are used, the probability of each transmitted bit being
received in error is given by

pb = 0.5erfc

(√
k

n

Eb

N0

)

(3.28)
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Accordingly,

p(z) = 1 − pb + pbz
−2 (3.29)

and qd(z) for hard decisions becomes

qd(z) = (1 − pb + pbz
−2)d

(
1 − zd+1

1 − z
− 0.5zd

)
(3.30)

giving

pCQ <

n∑

d=0

n!
(n−d)!d!
2n

(1 − pb + pbz
−2)d

(
1 − zd+1

1 − z
− 0.5zd

)
for z = 0 (3.31)

As before, any of the 2k − 1 matched filters may cause a decoder error, the overall
probability of decoder error averaged over all possible binary codes poverallQ , is

poverallQ < 1 − (1 − pCQ )2
k−1 < 2k pCQ (3.32)

and

poverallQ <
2k

2n

n∑

d=0

n!
(n − d)!d! (1 − pb + pbz

−2)d
(
1 − zd+1

1 − z
− 0.5zd

)
, for z = 0

(3.33)

When three-level quantisation is used for the received signal plus noise, a threshold,
vthresh is defined, whereby, if the magnitude of the received signal plus noise is less
than vthresh , an erasure is declared otherwise a hard decision is made. The probability
of an erasure, perase is given by

perase = 2√
πN0

∫ √
k
n Eb−vthresh

0
e

−x2

N0 dx (3.34)

The probability of a bit error for the hard decision, pb, is now given by

pb = 1√
πN0

∫ ∞
√

k
n Eb+vthresh

e
−x2

N0 dx (3.35)

Accordingly, p(z) becomes

p(z) = 1 − pb − perase + perasez
−1 + pbz

−2 (3.36)

and qd(z) for three-level soft decisions is
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Fig. 3.1 Optimum threshold
√
Es − y×σ with y×σ plotted as a function of Es

N0
= k

n
Eb
N0

and dmin

qd(z) = (1 − pb − perase + perasez
−1 + pbz

−2)d
(
1 − zd+1

1 − z
− 0.5zd

)
(3.37)

giving

poverallQ <
2k

2n

n∑

d=0

(
n!

(n − d)!d! (1 − pb − perase + perasez
−1 + pbz

−2)d

(
1 − zd+1

1 − z
− 0.5zd

))
for z = 0 (3.38)

There is a best choice of vthresh which minimises poverallQ and this is dependent
on the code parameters, (n, k), and Eb

N0
. However, vthresh is not an unduly sensitive

parameter and best values typically range from 0.6 to 0.7σ . The value of 0.65σ is
mentioned in Wozencraft and Jacobs [6]. Optimum values of vthresh are given in
Fig. 3.1.

3.3 Examples

The overall probability of decoder error averaged over all possible binary codes
has been evaluated for k

n = 1
2 for soft decisions, using Eq. (3.10), the approxima-

tion given by Eq. (3.14) and for hard decisions, using Eq. (3.38), for various code
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lengths. Results are shown in Fig. 3.2 for the ensemble of (100, 50) binary codes.
The difference between the exact random coding bound, Eq. (3.10), and the orig-
inal, approximate, random coding bound, Eq. (3.14) is about 0.5dB for (100, 50)
codes. The loss due to hard decisions is around 2.1dB (at 1×10−5 it is 2.18dB), and
for three-level quantisation is around 1dB (at 1 × 10−5 it is 1.03dB). Also shown
in Fig. 3.2 is the sphere packing bound offset by the loss associated with binary
transmission.

Results are shown in Fig. 3.3 for the ensemble of (200, 100) binary codes. The
difference between the exact random coding bound, Eq. (3.10), and the original,
approximate, random coding bound, Eq. (3.14) is about 0.25dB for (200, 100) codes.
The loss due to hard decisions is around 2.1dB, (at 1 × 10−5 it is 2.15dB) and for
three-level quantisation is around 1dB, (at 1 × 10−5 it is 0.999dB). Also shown
in Fig. 3.3 is the sphere packing bound offset by the loss associated with binary
transmission. The exact random coding bound is now much closer to the sphere
packing bound, offset by the loss associated with binary transmission, with a gap of
about 0.2dB at 10−8. It should be noted that the sphere packing bound is a lower
bound whilst the random binary code bound is an upper bound.

Instead of considering random codes, the effect of soft decision quantisation is
analysed for codes with a given weight spectrum. The analysis is restricted to two-
level and three-level quantisation because these are the most common. In other cases,
the quantisation is chosen such that near ideal soft decision decoding is realised. The
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Fig. 3.2 Exact and approximate random coding bounds for [100, 50] binary codes and quantised
decisions
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Fig. 3.3 Exact and approximate random coding bounds for [200, 100] binary codes and quantised
decisions

analysis starts with a hypothetical code in which the Hamming distance between all
codewords is the same, dmin . The probability of decoder error due to a singlematched
filter having a greater output than the correct matched filter follows immediately
from Eq. (3.4) and the code parameters may be eliminated by considering Es

N0
instead

of Eb
N0
.

pd = 1

2
erfc

(√

dmin
Es

N0

)

(3.39)

For hard decisions and three-level quantisation, pd is given by

pd = (1 − pb − perase + perasez
−1 + pbz

−2)dmin

(
1 − zdmin+1

1 − z
− 0.5zdmin

)

, for z = 0

(3.40)

For hard decisions, perase is set equal to zero and pb is given by Eq. (3.28). For three-
level quantisation, perase is expressed in terms of EQs

N0
, the EQs

N0
ratio required when

quantised soft decision decoding is used.
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perase = 2√
πN0

∫ √
EQs−vthresh

0
e

−x2

N0 dx (3.41)

Similarly, the probability of a bit error for the hard decision, pb is given by

pb = 1√
πN0

∫ ∞
√

EQs+vthresh

e
−x2

N0 dx (3.42)

By equating Eq. (3.39) with Eq. (3.40), the EQs

N0
required for the same decoder error

probability may be determined as a function of EQs

N0
and dmin . The loss, in dB, due to

soft decision quantisation may be defined as

LossQ = 10 × log10
EQs

N0
− 10 × log10

Es

N0
(3.43)

Figure3.4 shows the soft decision quantisation loss, LossQ , as a function of dmin and
Es
N0

for hard decisions. For low dmin , the loss is around 1.5dB but rises rapidly with

dmin to around 2dB. For
Es
N0

= 3dB, practical systems operate with dmin less than 15
or so because the decoder error rate is so very low (at dmin = 15, the decoder error
rate is less than 1 × 10−20). Most practical systems will operate where the loss is
around 2dB. Low code rate systems ( 13 or less) operate with negative Es

N0
ratios with

dmin in the range 25 to 40 whereas 1
2 code rate systems with dmin in the range 20 to
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and dmin

30 will typically operate at Es
N0

around 0dB. Of course not all decoder error events
are dmin events, but the asymptotic nature of the loss produces an average loss of
around 2dB.

Figure3.5 shows the soft decision quantisation loss, LossQ , as a function of dmin

and Es
N0

for three-level soft decisions. An optimum threshold has been determined for

each value of dmin and
Es
N0
, and these threshold values are in terms of

√
Es − y × σ

with y × σ plotted against dmin in Fig. 3.1. Unlike the hard decision case, for three-
level quantisation the lowest loss occurs at high dmin values. In common with hard
decisions, the lowest loss is for the smallest Es

N0
values, which are negative when

expressed in dB. In absolute terms, the lowest loss is less than 1dB for Es
N0

= −3dB

and high dmin . This corresponds to low-rate codes with code rates of 1
3 or

1
4 . The loss

for three-level quantisation is so much better than hard decisions that it is somewhat
surprising that three-level quantisation is not found more often in practical systems.
The erasure channel is much underrated.

3.4 A Hard Decision Dorsch Decoder and BCH Codes

The effects of soft decision quantisation on the decoding performance of BCH codes
may be explored using the extended Dorsch decoder (see Chap.15) and by a bounded
distance, hard decision decoder, first devised by Peterson [5], refined by Chien [2],
Berlekamp [1] and Massey [4]. The extended Dorsch decoder may be used directly

http://dx.doi.org/10.1007/978-3-319-51103-0_15
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on the received three-level quantised soft decisions and of course, on the received
unquantised soft decisions. It may also be used on the received hard decisions, to
form a near maximum likelihood decoder which is a non bounded distance, hard
decision decoder, but requires some modification.

The first stage of the extended Dorsch decoder is to rank the received signal
samples in order of likelihood. For hard decisions, all signal samples have equal
likelihood and no ranking is possible. However, a random ranking of k, independent
bits may be substituted for the ranked k most reliable, independent bits. Provided
the number of bit errors contained in these k bits is within the search space of the
decoder, themost likely, or the correct codeword, will be found by the decoder. Given
the received hard decisions contain t errors, and assuming the search space of the
decoder can accommodate m errors, the probability of finding the correct codeword,
or a more likely codeword, p f is given by

p f =
m∑

i=0

n!
(n − i)! i !

(
t

n

)i (
1 − t

n

)n−i

(3.44)

This probabilitymay be improved by repeatedly carrying out a randomordering of
the received samples and running the decoder.With N such orderings, the probability
of finding the correct codeword, or amore likely codeword, pN f becomesmore likely
and is given by

pN f = 1 −
(

1 −
m∑

i=0

n!
(n − i)! i !

(
t

n

)i (
1 − t

n

)n−i
)N

(3.45)

Increasing N gives

(

1 −
m∑

i=0

n!
(n − i)! i !

(
t

n

)i (
1 − t

n

)n−i
)N

� 0 (3.46)

and

pN f � 1 (3.47)

Of course there is a price to be paid because the complexity of the decoder increases
with N . The parity check matrix needs to be solved N times. On the other hand,
the size of the search space may be reduced because the repeated decoding allows
several chances for the correct codeword to be found.

Themodified Dorsch decoder and a bounded distance hard decision BCH decoder
have been applied to the [63, 36, 11] BCH code and the simulation results are shown
in Fig. 3.6. The decoder search space was set to search 1 × 106 codewords for each
received vector which ensures that quasi maximum likelihood decoding is obtained.
Also shown in Fig. 3.6 is the sphere packing bound for a (63, 36) code offset by
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Fig. 3.6 Soft decision decoding of the (63, 36, 11) BCH code compared to hard decision decoding

the binary transmission loss. As can be seen, the unquantised soft decision decoder
produces a performance close to the offset sphere packing bound. The three-level
quantisation decoder results are offset approximately 0.9dB at 1 × 10−5 from the
unquantised soft decision performance. For hard decisions, the modified Dorsch
decoder has a performance approximately 2dB at 1 × 10−3 from the unquantised
soft decision performance and approximately 2.2dB at 1 × 10−5. Interestingly, this
hard decision performance is approximately 0.4dB better than the bounded distance
BCH decoder correcting up to and including 5 errors.

The results for the BCH (127, 92, 11) code are shown in Fig. 3.7. These results
are similar to those of the (63, 36, 11) BCH code. At 1 × 10−5 Frame Error Rate
(FER), the unquantised soft decision decoder produces a performance nearly 0.2dB
from the offset sphere packing bound. The three-level quantisation decoder results
are offset approximately 1.1dB at 1 × 10−5 from the unquantised soft decision
performance. This is a higher rate code than the (63, 36, 11) code, and at 1 × 10−5

the Es
N0

ratio is 4.1dB. Figure3.5 for a dmin of 11 and an Es
N0

ratio of 3dB indicates a
loss of 1.1dB, giving good agreement to the simulation results. For hard decisions,
the modified Dorsch decoder has a performance approximately 2dB at 1×10−3 from
the unquantised soft decision performance, and approximately 2.1dB at 1 × 10−5.
This is consistent with the theoretical hard decision losses shown in Fig. 3.4. As
before, the hard decision performance obtained with the modified Dorsch decoder
is better than the bounded distance BCH decoder correcting up to and including five
errors, and shows almost 0.5dB improvement.
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Fig. 3.7 Soft decision decoding of the (127, 92, 11) BCH code compared to hard decision decoding
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Fig. 3.8 Soft decision decoding of the (127, 64, 21) BCH code compared to hard decision decoding
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The results for the BCH (127, 64, 21) code are shown in Fig. 3.8. This is an
outstanding code, and consequently the unquantised soft decision decoding perfor-
mance is very close to the offset sphere packing bound, being almost 0.1dB away
from the bound at 1× 10−5. However, a list size of 107 codewords was used in order
to ensure that near maximum likelihood performance was obtained by the modified
Dorsch decoder. Similar to before the three-level quantisation decoder results are
offset approximately 1.1dB at 1 × 10−5 from the unquantised soft decision perfor-
mance. However, 3×107 codewordswere necessary in order to obtain nearmaximum
likelihood performance was obtained by the modified Dorsch decoder operating on
the three-level quantised decisions. The BCH bounded distance decoder is approx-
imately 3dB offset from the unquantised soft decision decoding performance and
1dB from the modified Dorsch decoder operating on the quantised hard decisions.

These simulation results for the losses due to quantisation of the soft decisions
show a very close agreement to the losses anticipated from the theoretical analysis.

3.5 Summary

In this chapter, we derived both approximate and exact bounds on the performance
of soft decision decoding compared to hard decision decoding as a function of code
parameters. The effects of soft decision quantisation were explored showing the
decoding performance loss as a function of number of quantisation levels. Results
were presented for the ensembles of all (100, 50) and (200, 100) codes. It was shown
that the loss due to quantisation is a function of both dmin and SNR. Performance
graphs showing the relationship were presented.

It was shown that the near maximum likelihood decoder, the Dorsch decoder
described in Chap.15, may be adapted for hard decision decoding in order to pro-
duce better performance than bounded distance decoding. Performance graphs were
presented for some BCH codes showing the performance achieved compared to
bounded distance decoding.
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