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Abstract. Falls are a leading cause of accidental deaths among the
elderly population. The aim of fall detection is to ensure quick help
for fall victims by automatically informing caretakers. We present a fall
detection method based on depth-data that is able to detect falls reliably
while having a low false alarm rate — not only under experimental condi-
tions but also in practice. We emphasize person detection and tracking
and utilize features that are invariant with respect to the sensor position,
robust to partial occlusions, and computationally efficient. Our method
operates in real-time on inexpensive hardware and enables fall detection
systems that are unobtrusive, economic, and plug and play. We evaluate
our method on an extensive dataset and demonstrate its capability under
practical conditions in a long-term evaluation.
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1 Introduction

Falls are a major public health problem. Between 30 % and 60 % of US citizens
of age 65 or older suffer from falls each year, and 10 % to 20 % of these falls
result in serious injury, hospitalization, or death [1]. In fact, falls are the leading
cause of accidental death in this age group [2]. Immediate help and treatment of
fall-induced injuries is vital for minimizing morbidity and mortality rates [3,4].
However, statistically every other fall victim is unable to get back up without
help [2]. Falls are thus particularly dangerous to older persons that live alone.

To this end, there has been active research in the field of fall detection, with
the aim of detecting fall incidents and informing caretakers such as family mem-
bers or ambulance personnel automatically [4]. One approach to fall detection
is to employ optical sensors and computer vision. For example, several methods
based on video cameras have been proposed [4]. However, camera images con-
vey limited information in terms of scene geometry, reducing the robustness of
such methods. Moreover, cameras do not work in darkness, hence unobtrusive
fall detection during nighttime is not possible. Furthermore, camera-based fall
detection raises privacy concerns [5]. Active depth sensors do not have these
limitations. They work in darkness, measure distances from which scene geom-
etry can be recovered, and are robust to illumination changes and shadows.
A well-known example is the Microsoft Kinect.
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Several fall detection methods using the Kinect sensor have been proposed,
most of which utilize background subtraction [6] for person detection and height-
based features for fall detection. For instance, [5,7,8] analyze the centroid height
of persons, whereas [9] examine head heights. In [10] falls are detected based on
the spine height and orientation. Many methods (e.g. [5,11,12]) also incorporate
velocities, arguing that the vertical velocity of persons increases significantly
during falls. Dubey et al. [13] follow a different approach, extracting HU features
[14] from motion history images and using a SVM for classification. All these
methods reportedly perform well on simulated falls, but none were evaluated
extensively under real-world conditions.

These methods have limitations in practical use, in which falls must be
detected regardless of fall speed and ending pose. Under these circumstances,
velocity is not a reliable feature for fall detection. Falls may end in a sitting
position, but it seems that only [10] take such falls into account. Furthermore,
falls might be partially occluded or invisible due to the limited field of view,
a challenge that is not addressed by many of these methods. Several methods
(e.g. [5,8,9]) do not perform tracking nd thus do not support multiple moving
objects.

Some of the discussed methods also lack in terms of practicability. Those
presented in [7,13] seem to be too complex for real-time operation on inexpen-
sive hardware such as ARM-based single-board computers, which we consider
important to allow for a broad acceptance. The method presented in [9] is able
to do so but requires a wearable device, which is intrusive. The features used in
[9,13] are not invariant with respect to the sensor position, which restricts the
sensor placement and thus complicates the system setup.

In this paper, we present a fall detection method that aims to address these
shortcomings. Our method can detect slow and partially occluded falls as well
as falls ending in a sitting position. We utilize the available distance informa-
tion to recover the geometry of objects in an invariant and efficient way, which
enables discriminative features for person and fall detection. Automatic calibra-
tion enables plug and play operation and flexibility in terms of sensor placement,
facilitating the installation. In order to minimize the hardware costs for end users,
our method was designed to be efficient enough to run on inexpensive hardware
such as the Raspberry Pi 2 or the Odroid Cl4. Our method supports vari-
ous inexpensive off-the-shelf depth sensors including those based on PrimeSense
technology (e.g. Kinect 1, Asus Xtion, Orbbec) and Kinect 2.

We evaluate the performance of our fall detection method using a compre-
hensive test dataset as well as a large publicly available dataset. Furthermore,
we present results of a long-term study carried out under real-world conditions.
The results show that our method is able to detect even challenging falls reliably
while having a low false alarm rate in practice (around one false alarm per week).

This paper is organized as follows. Our fall detection method involves the
steps (i) automatic calibration and scene analysis, (ii) motion detection, (iii)
person detection and tracking, and (iv) fall detection, which are presented in
Sects. 2, 3, 5, and 6, respectively. Experimental results are presented in Sect. 7,
and conclusions are drawn in Sect. 8.
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2 Automatic Calibration and Scene Analysis

Our fall detection method is flexible in terms of sensor placement in order to
facilitate the system setup and support plug-and-play; the only requirement is
that a part of the floor must be visible to the sensor. In order to achieve plug-and-
play functionality, we perform automatic sensor calibration at system startup in
order to estimate the sensor position and orientation. On this basis, we locate
areas in which reliable fall detection is possible, and detect scene objects.

2.1 Automatic Calibration

The purpose of automatic calibration is to recover the sensor extrinsics (posi-
tion and orientation). This is accomplished using ground floor detection. Our
algorithm for this purpose is based on filtering using normal vectors followed by
iterative RANSAC [15] plane fitting. We found this method to be more reliable
than alternatives [16] in case of significant floor occlusions.

Floor detection is accomplished by first converting a depth map D from the
sensor to an organized point cloud C in camera coordinates (organized means
that the structure is preserved, so that D(u,v) and C(u,v) correspond). This
allows us to estimate normals N efficiently,

N(u,v) = —n(u, v)/[[n(u, v)[|2
n(u,v) = (Clu+ 1,v) — C(u,v)) x (C(u,v+ 1) — C(u,v)). (1)

We then discard all points whose normal vectors do not coincide with the sen-
sor tilt, which is assumed to be between 0° and 60° downwards. This assumption
is general enough to allow for flexible sensor positioning and enables us to discard
points that cannot possibly represent the floor. This increases the robustness and
efficiency of the subsequent floor detection step.

In order to detect the floor plane reliably in presence of furniture and clutter,
we iteratively find the best-fit plane for the remaining points using RANSAC and
remove all inliers. This procedure continues until the number of inliers decreases
below a threshold. This generally leads to several detected planes. As the sensor is
located at the origin of the camera coordinate system, the plane that corresponds
to the floor is that with the largest distance to the origin.

The equation of this plane, (a,b,c,d) with ||(a,b,c)||]2 = 1, is then used to
recover the extrinsics; the sensor height is d and the orientation corresponds to
the rotation that maps (0,1,0) (the normal vector of the floor plane in world
coordinates, assuming that the positive Y axis points upwards) to (a, b, c).

2.2 Scene Analysis

Once the extrinsics are estimated, we convert a depth map to a point cloud in
world coordinates and detect scene objects via height-based point classification;
a point is classified as part of an object if its height is between 30 cm and 90 cm,
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which includes beds, couches, and other resting accommodations. Object detec-
tion is carried out periodically in order to support scene changes at runtime.
Furthermore, we analyze the scene in order to determine which regions qualify
for reliable fall detection. This is the case if both fallen and upright persons in
a considered region would be in the field of view of the sensor.
The information obtained during scene analysis is utilized for person state
prediction (Sect.6.1), and for visual feedback on the sensor setup (Fig. 1).

Fig. 1. Scene visualization after automatic calibration and scene analysis. The detected
floor is shown in blue, scene objects are yellow, and regions in which reliable fall
detection is impossible are shaded (e.g. left side of the image). (Color figure online)

3 Motion Detection

Falls are characterized by motion. For efficiency, we therefore consider only areas
in which motion occurs. This is achieved by means of background subtraction,
i.e. motion is detected by comparing image frames to a background model that
represents the static parts of the scene [17]. Depth maps are well-suited for
this purpose as they encode distances and are thus robust to clothing color
and illumination changes [18]. On the other hand, this implies that background
subtraction must be sensitive in order to reliably capture fallen persons, which
are close to the background. To this end, we propose a distance-dependent noise
model that ensures that fallen persons are detected reliably.

The noise model described in this section is optimized for PrimeSense sensors,
but adaption to other sensors such as Kinect 2 is straightforward.

3.1 Noise Model and Pixel Classification

In [19] it was found that the random measurement errors of the Kinect increase
quadratically with distance d, with an RMSE of ey ~ 1.425 - 1076d2. We uti-
lize this information to derive a distance-dependent noise model for background
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subtraction by approximating the noise of the sensor at object distance d as a
normal distribution with g = 0 and ¢ = e4. On this basis, we cast pixel clas-
sification as a novelty detection problem; a pixel with value v is classified as
foreground if (i) v differs by more than 3e,, from the corresponding background
model value m, and (ii) if v — m is negative. The second condition encodes the
fact that foreground objects must always appear in front of the background. This
effectively suppresses ghosts (foreground areas due to background changes [17]).

In order to account for the fact that our noise model is an approximation,
as well as increased sensor noise at object borders, we perform morphological
erosion with a small structuring element after all pixels are classified.

Our distance-dependent noise model and pixel classification methods ensure
a high sensitivity and thus that moving objects are captured reliably throughout
the measuring range, while at the same time suppressing noise.

3.2 Background Model

As our noise model is unimodal and depends only on the object distance, we
employ a background model in the form of a single matrix that represents the
central tendency of the observed measurements in every pixel. This model is
simple to process and maintain, which is important considering the limited com-
putational resources available. As the noise model is already known, an initial
training phase is not required. In fact, our method only requires a single frame
for initialization; the observed pixel values of the first frame constitute the initial
values of the background model. Model pixels that are zero (which denotes an
unsuccessful measurement) are inpainted.

Under practical conditions, the background might change over time, which
must be accounted for by updating the background model. To this end, we
periodically compare every pixel value v # 0 of the current frame with the
corresponding background model value m; m is increased if m < p and decreased
if m > p. This causes m to converge towards the temporal median [20].

Such gradual update strategies entail a compromise in terms of the update
rate; high rates cause unmoving foreground objects to disappear quickly (which
can hinder fall verification) whereas low rates cause persistent errors in case of
background changes. To overcome this problem, we employ a second, complemen-
tary means for updating the model; we periodically test for whether v—m > 3e,,
and, if so, set m := v. This method effectively compensates background changes
and allows us to keep the gradual update rate low.

4 Conversion to Plan-View Space

A key characteristic of our fall detection method is that all analysis is done
in plan-view space [21]. This space, which resembles a synthetic top-view of
the scene under orthographic projection, is well-suited for fall detection for two
reasons. First, it represents the scene geometry in a concise way, allowing real-
time operation on low-end hardware. Second, it is invariant with respect to the
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(a) depth map (b) point cloud (c) height map

Fig. 2. Transformation of foreground pixels (green) to plan-view space. (Color figure
online)

sensor position and orientation, enabling invariant features for person and fall
detection as well as facilitating the system setup.

Foreground pixels are mapped to plan-view space by first reprojecting them
to world coordinates. The resulting points are then downsampled along the X
and Z axes (the positive Y axis points upwards) and discretized to obtain plan-
view coordinates. In this process, several points may be mapped to the same
plan-view coordinates, and different means for consolidating these points to a
single scalar result in different scene representations. We employ two kinds of
these representations, occupancy maps O and height maps H [22]. The former
encode the number of points mapped to each plan-view coordinate, whereas the
latter store the largest observed Y coordinates [21,22]. Figure 2 illustrates the
process of height map generation. After conversion, both maps are smoothed
using a Gaussian filter to compensate for rounding effects.

Occupancy and height maps are complementary with regard to person detec-
tion. The former are robust to sensor noise but not to occlusions, while the latter
are robust to partial occlusions but susceptible to noise. To this end, we set all
occupancy and height map pixels whose occupancy is below a threshold to 0,
which is a reliable method for noise removal [22,23].

5 Person Detection and Tracking

Our fall detection method includes an effective person detection and tracking
stage. This enables reliable analysis even if there are multiple moving objects
(e.g. persons or pets) in the scene. This stage entails two steps, the detection of
persons in the current frame, and tracking of persons over time.

5.1 Person Detection

We perform person detection on a per-region basis in plan-view space. For this
purpose, we find all connected components in the binary height map H > 0,
which are then classified as (non-)persons. For classification we use a vector
f of four features that encode object geometry: (i) occupied area (number of
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plan-view pixels), (ii) object height (0.95th quantile of height map values), (iii)
object density (0.95th quantile of occupancy map values), and (iv) object shape
(side ratio of the bounding box). These features have a clear interpretation, are
efficient to compute, and robust with respect to person position and orientation.

Classification is performed by a random forest [24] that was trained on about
20,000 frames depicting persons and other foreground objects such as chairs,
rollators, and pets. The frames were extracted from a subset of sequences in
our test dataset (Sect.7.1), and foreground objects were manually segmented to
obtain ground-truth data. The frames depict persons performing various activi-
ties, including walking, using a wheelchair or rollator, sitting, and lying, in order
for the classifier to recognize persons regardless of pose. The frames depict per-
sons at varying levels of occlusions in order to obtain a classifier that is robust
in this regard. Random forest hyperparameters were cross-validated.

Random forest classifiers are well-suited for our task because they generalize
well [24], are efficient, and predict class-conditional probabilities Pr(P|f).

5.2 Tracking

The goal of the tracking step is to associate person regions (those for which
Pr(P = 1|f) > 0.5) between frames. For this purpose, we represent each person
region R; by a feature vector x; = (c;;f;), which is utilized for computing
association costs. ¢; = (z;, z;) is the location (center of mass) of R;,

cj = Z(OI(RJ») > O(p)p. (2)

PER;

The goal is thus to associate n person regions in the current frame with m
regions in the previous frame in a way that minimizes a global association cost.
Our per-sample association cost w;; incorporates both proximity and feature
similarity of the associated regions R; and R;, and is defined as

3)

s — {al lei = cslla +aa I = £l if lles = ejllz < te
! 00 otherwise.
The factors aq, as weight the impact of proximity and feature similarity, while
t. accounts for the fact that the velocity of persons is limited.

In order to be able to solve the resulting optimization problem efficiently,
we demand that m = n and that each track must be assigned to a different
region. This results in a linear assignment problem, which can be solved using
the Hungarian algorithm [25]. We ensure that m = n (which is not always the
case because persons may enter or leave the view at any time) by introducing
dummy regions [26]. Before association, the location of regions of the previous
frame are predicted for the current frame using Kalman filters [27].
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6 Fall Detection

Fall detection comprises the steps state prediction, event detection, and fall
verification. The purpose of the first step is to estimate the state of every person
that is being tracked. These state predictions are analyzed over time in order to
detect events such as falls. This follows an optional verification step that aims
to reduce the false alarm rate via long-term and scene analysis.

State and event detection are carried out in a probabilistic framework. This
allows our method to report reliable event confidence scores, enabling caretakers
to balance the trade-off between sensitivity and specificity. These scores are also
used for automatic event filtering and routing. For instance, our method can be
configured to send all fall events with a confidence greater than 0.5 via mail, and
additionally send a text message if the confidence is greater than 0.9.

6.1 State Prediction

Persons can be in the following states: (i) Fallen (in a pose typical for fallen
persons, such as lying or sitting), (ii) Active (any other pose), and (iii) Rest-
ing (being on top of a resting accommodation). State prediction is carried out
independently in each frame. For this purpose, we define two binary random
variables A and R, with A = 1 and A = 0 representing the Active and Fallen
state, respectively, and R encoding whether the person is resting or not.

To predict Pr(A), we reuse the feature vector f. f is discriminative for this
purpose as it encodes geometrical properties that change significantly due to falls.
For prediction we employ a binary random forest classifier that was trained on a
subset of the frames used to train the person classifier (those depicting persons).

Pr(R = 1) is calculated as the fraction of the area occupied by a person that
overlaps with scene objects. In order to ensure that falls beneath such objects
(which is possible in case of tables) are correctly detected, person areas must be
located above object areas in order to affect Pr(R = 1).

We are mainly interested in Pr(4A = 0, R = 0), which corresponds to the
condition of a person after a fall that should be detected. Assuming that A and
R are independent, this joint distribution factorizes to Pr(A = 0)Pr(R = 0). Let
Pa and Pr denote Pr(A =1, R =0) and Pr(A = 0, R = 0), respectively.

6.2 Event Detection

Falls and other actions performed by humans are temporal in nature. We thus
utilize the available tracking information and detect falls and related events via
temporal analysis, based on recently observed person states.

Before performing event detection, we integrate state predictions from recent
frames in order to increase their reliability. This is motivated by the observation
that the state of a person is unlikely to change between frames. For instance, if a
person is Active in frame f —1, they are likely to be Active in frame f as well. We
considered different temporal models such as Markov chains for modeling this
circumstance, but found that simply averaging state probabilities in a short time
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window leads to comparable results while being more efficient. In mathematical
terms, we thus compute e.g.

—1
7)f+_15 Pf—t 4
A _BZ A > ()
t=0

with with P£ being P4 in frame f, and 8 € N defining the time window.

On this basis, we analyze the temporal evolution of 73:{ and P}r in order
to detect two types of events, falls and recoveries. A fall event is triggered if
the maximum over P in a time interval around the current frame f exceeds a
specified threshold,

Pr=max(PL, . PLT L PITY S tp, (5)

A recovery event signals that a person managed to get back up again after a fall,
i.e. if P} > tp, and if a fall event occurred recently for the same person.

We do not analyze the velocity of persons for fall detection, because doing so
would prevent us from being able to reliably detect slow falls or falls originating
from a position other than upright (e.g. persons rolling out of the bed). In fact,
we detect falls solely based on the person pose; if a person lies or sits on the
floor for several seconds, a fall event is triggered. This has the advantage that
persons that fell outside the field of view can still trigger a fall event (and thus
receive help) by crawling into the field of view.

6.3 Fall Verification

The purpose of fall verification is to reduce the false alarm rate. Fall verification
consists of three tests that are carried out if a fall event is triggered. All tests
can be disabled independently. Test 1 suppresses multiple fall alarms that occur
in quick succession for the same person, unless corresponding recovery events
occur in between. Test 2 suppresses a fall event if there is another Active person
in the scene at the time the event occurs (i.e. if help is already available). Test 3
suppress a fall event if a recovery event is registered for the same person within
one minute, i.e. if the person was able to recover on their own.

7 Results and Discussion

We evaluate our fall detection method on an extensive dataset of test sequences
and assess its false alarm rate under real-world conditions in a long-term study.

7.1 Performance Under Experimental Conditions

In order to study the fall detection performance, we compiled a dataset of 579
test sequences. These sequences depict persons that simulate different types of
falls (following the protocol shown in Table1) and various activities of daily
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living (e.g. using a wheelchair or rollator, sitting, cleaning). The sequences were
recorded in an attempt to capture as much variability that occurs in practice as
possible (e.g. different persons, rooms, and locations; partially visible or occluded
actions; interaction with scene objects such as chairs). The dataset includes
the CVL dataset [10], which contains 80 fall sequences and 64 sequences with
activities of daily living. In total, there are 146 fall incidents in our dataset.

Table 1. Protocol for simulating fall incidents. Our dataset covers all combinations.

Property Values

Activity prior to fall | Walking, standing, sitting

Fall against Nothing, wall, unmovable object, movable object
Fall direction Forward, backward

Partially occluded No, yes

Walking aid No, yes

For evaluation, we apply our fall detection method on every test sequence
and compare the number of reported fall events to the ground-truth information.
On this basis, we compute the precision and recall of our method at varying fall
event confidence thresholds ¢p, (between 0.5 and 0.95). The precision is the
fraction of triggered fall events that correspond to an actual fall, while the recall
is the fraction of falls in the dataset that were detected by our method. We
use the same configuration for all sequences and disable fall verification test 3
(Sect. 6.3) as most test sequences are shorter than one minute.

Figure 3 shows the resulting recall vs. precision graph. At ¢p,. = 0.5, seven of
the 146 falls were undetected for the following reasons. In three cases there was
significant sensor noise that caused motion detection to fail. This noise occurs
only initially and is thus unlikely to affect the fall detection performance in
practice. The remaining four falls were particularly challenging because they
were from a sitting position, only partially visible, and partially occluded.

18 false alarms were registered at ¢p, = 0.5, all of which were due to objects
that were left in the scene. In the cases that lead to these false alarms, these
objects were considered as persons due to person classification and tracking
errors. These errors happened when persons moved large objects such as rollators
and chairs while being partially outside the field of view and/or occluded.

Figure 3 illustrates the benefit of the event confidence scores reported by
our method: they allow users such as caretakers to balance the trade-off between
sensitivity and specificity according to their needs by setting ¢p,. accordingly. We
note that our method reliably assigns high confidence scores (greater than 0.8)
to all but partially invisible or occluded falls. Figure 4 illustrates two challenging
test sequences, one that is handled correctly and one that causes a false alarm.

In order to provide a comparison with other fall detection methods, we addi-
tionally evaluated our method on the public CVL dataset [10]. To our knowledge,
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Fig. 3. Recall vs. precision of our fall detection method on the test dataset. The graph
was obtained by varying t», € {0.5,0.6,0.7,0.8,0.85,0.9,0.95}.

(a) limited field of view (b) wheelchair

Fig. 4. Challenging test sequences. Left: A fall that is both partially occluded and
in a region with limited field of view. Despite these challenging conditions, the fall is
detected successfully with a confidence of 58 %. Right: A wheelchair remains at the
border of the view, triggering a false alarm with a low confidence. (a) limited field of
view (b) wheelchair.

this is the largest public fall dataset available. Our method triggered no false
alarms and detected 78 out of 80 falls that occur in this dataset. Both false
negatives were caused by the strong sensor noise mentioned before. Method [10]
detected all falls, but only half of the CVL dataset was used for evaluation.

7.2 Performance Under Real-World Conditions

At the time of writing, we are performing a long-term evaluation of our fall
detection method in nursing and assisted living homes, i.e. under real-world con-
ditions. In this section, we report the results obtained in a period of six months.



206 C. Pramerdorfer et al.

During this time, 53 of our fall detection systems were active for 5,246 full days
in total (125,904h). To our knowledge, this is the first long-term evaluation of
a depth-data-based fall detection method.

For evaluation purposes, we labeled all fall events with a confidence greater
than 0.6 in this timeframe as true positives or false positives (false alarms), using
event visualizations generated by our method. We labeled 164 fall events as true
positives as they were triggered by persons that were lying or sitting on the floor
for longer than one minute. No falls were registered by the caretakers in the
evaluation period. This means that these events were likely caused by deliberate
actions, although it is possible that some were caused by actual falls after which
the persons were able to recover on their own. As such, the results reported in
this section do not directly correspond to the sensitivity of our method.

Figure 5 summarizes the results, which were obtained by dividing the number
of true and false positives by the number of active days. During the considered
six-month period, there were 0.14 false alarms with a confidence greater than 0.6
per day on average (i.e. per 24 h of system uptime). This amounts to a single false
alarm per week at this confidence threshold. Most false alarms were again caused
by objects (e.g. chairs or walking aids) that were left in the scene. Another major
cause of false alarms was a large dog that would sometimes appear similarly to
a fallen person in the depth data.

0.14 —e— true positives H
—m— false positives
g 010} .
2 0.08 | |
 0.06 1
eS|
0.04 |- i
0.03¢ i
0.02 |- N
0.01 | ‘ |
0.6 0.7 0.8 0.9 1

Fall confidence threshold ¢p,.

Fig. 5. Average number of true positives and false positives of our fall detection method
per day under real-world conditions.

Our fall detection method assigned a low confidence score to a large fraction
of these false alarms, so that increasing the threshold to 0.7 almost halves the
false alarm rate. Doing so decreases the true positive rate by around one-third
in relative terms, affecting mainly falls ending in a sitting position.
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Even with conservative confidence thresholds, the false alarm rate is low
enough in practice to impose little additional workload for caretakers, and allows
a single caretaker to supervise many of our fall detection systems simultaneously.

7.3 Computational Efficiency

Our fall detection method was designed to be efficient enough to run on inex-
pensive low-end hardware. It achieves more than 30 fps on an Odroid C1+ single
board computer, which has a price of only $32 at the time of writing.

In practice, we limit the sframerate to 15 so that two fall detection instances
can run in parallel, enabling simultaneous fall detection in two rooms. This does
not decrease the fall detection performance (all results reported in this section
were obtained using this framerate).

8 Conclusions

We have presented a fall detection method that analyzes depth data in order to
achieve a high sensitivity and specificity under real-world conditions, as verified
in a comprehensive performance evaluation. Our method addresses limitations of
existing depth-based fall detection methods in terms of sensitivity (inability to
detect slow, sitting, or occluded falls) and practicability (high hardware costs,
complicated or restrictive system setup), and provides reliable fall confidence
scores as additional information for caretakers.

Future work will concentrate on further increasing the fall detection perfor-
mance of our method. To this end, we are continuing to extend our test dataset
in order to obtain more data for classifier training and evaluation. We also plan
to improve our algorithms by modeling occlusions explicitly in order to improve
person detection and state prediction performance.
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