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Abstract. With the recent breakthrough success of machine learning
based solutions for automatic image annotation, the availability of refer-
ence image annotations for algorithm training is one of the major bottle-
necks inmedical image segmentationandmanyotherfields.Crowdsourcing
has evolved as a valuable option for annotating large amounts of data while
sparing the resources of experts, yet, segmentation of objects from scratch
is relatively time-consuming and typically requires an initialization of the
contour. The purpose of this paper is to investigate whether the concept
of crowd-algorithm collaboration can be used to simultaneously (1) speed
up crowd annotation and (2) improve algorithm performance based on the
feedback of the crowd. Our contribution in this context is two-fold: Using
benchmarking data from the MICCAI 2015 endoscopic vision challenge we
show that atlas forests extended by a novel superpixel-based confidence
measure are well-suited for medical instrument segmentation in laparo-
scopic video data. We further demonstrate that the new algorithm and the
crowd can mutually benefit from each other in a collaborative annotation
process. Our method can be adapted to various applications and thus holds
high potential to be used for large-scale low-cost data annotation.
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1 Introduction

With the paradigm shift from open surgical procedures towards minimally inva-
sive procedures, endoscopic image processing for surgical navigation, context-
aware assistance, skill assessment and various other applications has been gaining
increasing interest over the past years. The recent international endoscopic vision
challenge, organized at MICCAI 2015, revealed that state-of-the-art methods in
endoscopic image processing are almost exclusively based on machine learning
based techniques. However, the limited availability of training data with ref-
erence annotations capturing the wide range of anatomical/scene variance is
evolving as a major bottleneck in the field because of the limited resources of
medical experts.

Recently, the concept of crowdsourcing has been introduced as a valuable
alternative for large-scale annotation of endoscopic images [6]. It has been shown
that anonymous untrained individuals from an online community are able to gen-
erate training data of expert quality. Similar achievements were made in other
biomedical imaging fields such as histopathological image analysis [1]. A remain-
ing problem, however, is that object segmentation from scratch is relatively time-
consuming and thus expensive compared to other tasks outsourced to the crowd.
On the other hand, state-of-the-art annotation algorithms are already mature
enough to annotate at least parts of the input image with high confidence.

To address this issue, we propose a collaborative approach to large-scale
endoscopic image annotation. The concept is based on a novel atlas-forest-based
segmentation algorithm that uses atlas-individual uncertainty maps to weigh
training images according to their relevance for each superpixel (Spx) of a new
image. As the new algorithm can estimate its own uncertainty with high accu-
racy, crowd feedback only needs to be acquired for regions with low confidence.
Using international benchmarking data, we show that the new approach requires
only a minimum of crowd input to enlarge the training data base.

2 Methods

The following sections introduce our new approach to confidence-guided instru-
ment segmentation (Sect. 2.1), our concept for collaborative image annotation
(Sect. 2.2) as well as our validation experiments (Sect. 2.3).

2.1 Confidence-Weighted Atlas Forests

The instrument segmentation methods presented in the scope of the MICCAI
Endoscopic Vision Challenge 2015 were typically based on random forests (cf.
e.g. [2,3]). One issue with commonly used random forests [4] is that the same
classifier is applied to all new images although it is well known that endo-
scopic images vary highly according to a number of parameters (e.g. hardware
applied, medical application) and hence, the relevance of a training image can be
expected to vary crucially with the test image. Furthermore, non-approximative
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addition of new training data requires complete retraining of standard forests.
A potentially practical way to give more weight to the most relevant training
images without having to retrain the classifier is the application of so-called
atlas forests [9]. Atlas forests are based on multiple random forests (atlases),
each trained on a single image (or a subset of training images). A previously
unseen image can then be annotated by combining the results of the individual
forests [8,9]. To our knowledge, atlas forests have never been investigated in the
context of medical instrument segmentation in particular and endoscopic image
processing in general. The hypothesis of our work with respect to automatic
instrument segmentation is:

Hypothesis I: Superpixel-specific atlas weighting using local uncertainty estima-
tion improves atlas forest based medical instrument segmentation in laparosopic
video data.

Hence, we assume that the optimal atlases vary not only from image to image
but also from (super)pixel to super(pixel). Our approach is based on a set of

Fig. 1. Concept of collaborative large-scale data annotation as described in Sect. 2.2.
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training images
{
Itrain1 , . . . ItrainNimg

}
with corresponding reference segmentations{

REF1, . . . REFNimg

}
and involves the following steps (cf. Fig. 1):

Atlas forest generation: As opposed to training a single classifier with the
available training data, we train one random forest Ai per training image
Itraini . To be able to learn the relevance of a training image for a Spx (see
confidence learning), we apply each atlas Ai to each image Itrainj . Based on the
generated instrument probability map Pij = Ai(Itrainj ), we compute a Spx-
based error map Eij(x) = |REFj(x) − Pij(x)| that represents the difference
between the probability assigned to a Spx x and the true class label REFj(x),
defined as the number of pixels corresponding to an instrument (according to
the reference annotation) divided by the total number of pixels in the Spx.

Confidence learning: Based on Eij , we train a regressor (uncertainty estima-
tor) UAi

(x) for each atlas that estimates the error made when applying atlas
Ai to Spx x, where the Spx is represented by exactly the same features as
used by the atlas forests. The error estimator can be used to generate atlas-
specific confidence maps Ci(I) for an image, where the confidence in a Spx x
is defined as |1 − UAi

(x)|.
Confidence-weighted segmentation merging: To segment a new image I,

all atlases Aj are applied to it, and the resulting probability maps Pj are
merged considering the corresponding uncertainty maps Uj(x) in each Spx.

In our first prototype implementation, we instantiate our proposed concept as
follows. We base our method on the most recently proposed random-forest-based
endoscopic instrument segmentation algorithm [3], which extends a method pre-
sented at the MICCAI 2015 challenge by classifying Spx rather than pixels and
combines state-of-the-art rotation, illumination and scale invariant descriptors
from different color spaces. In this paper, we apply this method to individual
images rather than sets of images. For error estimation, a regression forest (num-
ber of trees: 50) is trained on a Spx basis with the same features as used by the
atlas forests.

To classify a Spx x of a new image I, we initially select the most confident
atlases:

S(x) = {Ai|i ∈ {1 . . . Nimg} , UAi
(x) < emax} (1)

If S(x) is empty, we add the atlases Aj with the lowest UAj
(x) to S(x) until

|S(x)| == NA
min. For each Spx (type: SEEDS), the mean of the classification

results of all confident atlases is used as probability value, and Otsus method is
applied to the whole image to generate a segmentation.

2.2 Collaborative Image Annotation

In previous work on crowd-based instrument segmentation [6], the user had to
define the instrument contours from scratch. A bounding box placed around the
instruments was used to clarify which object to segment. With this approach,
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the average time used for annotating one image was almost 2 min. The second
hypothesis of this paper is:

Hypothesis II: Crowd-algorithm collaboration reduces annotation time.
Our collaborative annotation concept involves the following step (cf. Fig. 1).

Atlas forest initialization. The confidence-weighted atlas forest is initialized
according to Sect. 2.1 using all the available training data and yields the initial
segmentation algorithm AF 0.

Iterative collaborative annotation. A previously unseen image is segmented
by the current atlas forest AF t. The regions with low accumulated confi-
dence are distributed to the crowd for verification. The crowd refines the
segmentation, and the resulting crowd-generated reference annotation is used
to generate a new atlas ANimg+t. The corrections of the crowd may be used to
retrain the uncertainty estimators, and the new atlas is added to the new atlas
forest AF t+1 along with the corresponding uncertainty estimator UANimg+t .

2.3 Experiments

The purpose of our validation was to confirm the two hypotheses corresponding
to Sects. 2.1 and 2.2. Our experiments were performed on the data of the laparo-
scopic instrument segmentation challenge that had been part of the MICCAI
2015 endoscopic vision challenge. The data comprises 300 images extracted from
six different laparoscopic surgeries (50 each).

Investigation of Hypothesis I. To investigate the benefits of using
confidence-weighted atlas forests, we adapted the recently proposed Spx-based
instrument classifier [3] already presented in Sect. 2.1. 200 images from four surg-
eries were used to train (1) an atlas forest AF with simple averaging of the indi-
vidual probability maps which served as baseline and (2) an atlas forest with con-
fidence weighting AFw according to Sect. 2.2 (emax = 0.1;NA

min = 0.1 · N train
img ).

The remaining 100 images from two surgeries were used for testing. For each clas-
sifier and all test images, we determined descriptive statistics for the distance
between the true label of a Spx and the corresponding computed probability.
In addition, we converted the probability maps to segmentations using Otsu’s
method and computed precision, recall and accuracy.

Investigation of Hypothesis II. For our collaborative annotation concept,
we designed two annotation tasks for the crowd, using Amazon Mechanical Turk
(MTurk) as Internet-based crowdsourcing platform. In the false positive (FP)
task, the crowd is presented with Spx classified as instrument that had a low
accumulated confidence (here: mean of confidence averaged over all atlases that
were used for the classification of the Spx) in our weighting-based method. An
eraser can be used to delete regions that are not part of medical instruments. In
the false negative (FN) task, the crowd is presented with Spx classified as back-
ground that had a low accumulated confidence in our weighting-based methods.
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An eraser can be used to delete regions that are not part of the background.
To investigate whether crowd-algorithm collaboration can increase annotation
speed by the crowd, we initialized the atlas forest AFw with the 200 train-
ing images according to Sect. 2.2. AF 0

w was then applied to the testing images,
and the resulting segmentations were corrected using the two refinement tasks
(majority voting with 10 users). We compared the annotation time required for
the collaborative approach with the annotation time needed when segmenting
the instruments from scratch.

3 Results

The observed median (interquartile range (IQR)) and maximum of the differ-
ence between the true class label (i.e. the number of pixels corresponding to an
instrument (according to the reference annotation) divided by the total number
of pixels in the Spx) and the corresponding probability value on the test data was
0.07 (0.04, 0.09) and 0.20. Descriptive statistics for the accuracy of non-weighted
atlas forests AF and weighted atlas forest AFw after segmentation using Otsu’s
method are shown in Fig. 2. There is a trade-off between the percentage of Spx
regarded as confident and the quality of classification. When varying the confi-
dence threshold emax = 0.1 by up to ± 75 %, the (median) accuracy decreases
monotonously from 0.99 (78 % coverage) to 0.96 (94 % coverage) on the confi-
dent regions. This compares to a median accuracy of 0.87 for the baseline method
(AF ) and to 0.94 for AFw applied to all Spx (emax ∈ {0.025, 0.05, ..., 0.075}). On
the confident regions, the (median) precision was 1.00 for all thresholds, com-
pared to 0.38 for non-weighted AFs and 0.84–0.86 for weighted AFs applied to
all Spx. These spectacular values come at the cost of a reduced recall (range:
0.49–0.55). Example classification results from the atlas forest and the weighted
atlas forest along with the corresponding confidence map are visualized in Fig. 3.

(a) (b)

Fig. 2. Accuracy of the standard atlas forest AF and the weighted atlas forest AFw

when using all superpixels (Spx) of 100 test images as well as accuracy of AFw when
evaluated only on the confident Spxs of these images. (b) Accuracy of AFw on just
the confident Spxs for varying confidence threshold emax. The whiskers of the box plot
represent the 2.5 % and 97.5 % quantiles.
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(a) Test image I (b) AF (I) (c) AFw(I) (d) Confidence map

Fig. 3. Test image (a) with corresponding AF classification (blue: low probability) (b)
AFw classification (c) and confidence map of AFw (blue: low confidence) (d). The spec-
ular highlight is not recognized as part of the instrument but the associated uncertainty
is high.

The median (IQR) and maximum percentage of atlases that had a confidence
above the chosen threshold ranged from 25 % (0.05 %, 50 %) and 87 % (emax:
0.025) per Spx to 89 % (57 %, 96 %) and 100 % (emax: 0.175). The corresponding
(median) percentage of Spx classified incorrectly and not shown to the crowd
ranged from 0.5 % to 3.4 %. With the collaborative annotation approach, the
annotation time per image could be reduced from about two minutes to less
than one minute (median: 51 s; IQR: (35 s, 70 s); max: 173 s).

4 Discussion

To our knowledge, we are the first to investigate the concept of crowd-algorithm
collaboration in the field of large-scale medical image annotation. Our approach
involves (1) automatic initialization of crowd annotations with a new confidence-
weighted atlas-forest-based algorithm and (2) using the feedback of the crowd
to iteratively enlarge the training data base. In analogy to recent work outside
the field of medical image processing [5,7], we were able to show that collabora-
tive annotation can speed up the annotation process considerably. Our experi-
ments further demonstrate that the performance of an atlas on previously unseen
images can be predicted with high accuracy. Hence, Spx-individual weighting of
atlases improves classification performance of atlas forests compared to the non-
weighted approach.

It is worth noting that we just presented a first prototype implementation of
the collaborative annotation approach. For example, we took a simple threshold-
based approach to convert the set of probability maps with corresponding con-
fidence maps into a final segmentation. Furthermore, we did not systematically
optimize the parameters of our method. This should be considered when com-
paring the results of our atlas forest with the results of other methods. According
to our experience, the performance of random forests compared to atlas forests
is highly dependent on the features used. In fact, when we initially trained all
classifiers on point-based features (without local binary patterns), non-weighted
atlas forests showed a similar performance to random forests. In the current ver-
sion, random forests [3] perform similar to the weighted AFws when evaluated
on all Spxs.
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A disadvantage of our approach could be seen in the fact that we currently
train one uncertainty estimator for each atlas. Note, however, that there is no
need to perform the training on all images with reference annotations. Hence,
the strong advantages of atlas forests are kept.

A major advantage of our method is the extremely high precision. Given
the 100 % precision on the confident regions, we designed an additional fill-up-
task, where the crowd was simply asked to complete the segmentation of the
algorithm. This way annotation times were further reduced to about 45 s per
image.

In conclusion, we have shown that large-scale endoscopic image annotation
using crowd-algorithm collaboration is feasible. As our method can be adapted
to various applications it could become a valuable tool in the context of big data
analysis.
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