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Abstract. Nowadays databases have become the backbone of cloud-
based applications. Cloud-based applications are used in about every
industry today. Despite their popularity and wide adoption, little is still
known about the energy footprint of these applications and, in particu-
lar, of their databases. Yet, reducing the energy consumption of appli-
cations is a major objective for society and will continue to be so in the
near to far future. In this paper, we study the energy consumption of
three databases used by cloud-based applications: MySQL, PostgreSQL,
and MongoDB, through a series of experiments with three cloud-based
applications (a RESTful multi-threaded application, DVD Store, and
JPetStore). We also study the impact of cloud patterns on the energy
consumption because databases in cloud-based applications are often
implemented in conjunction with patterns. We measure the energy con-
sumption using the Power-API tool to keep track of the energy consumed
at the process-level by the variants of the cloud-based applications. We
report that the choice of the databases can reduce the energy consump-
tion of a cloud-based application regardless of the cloud patterns that
are implemented.
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databases - Performance - Sharding - Priority Message Queue

1 Introduction

With the continuous development of the Internet and cloud computing, compa-
nies use databases to store and perform analyses on large data-sets in cloud envi-
ronments. These companies demand high performance databases when reading
and writing data. In addition, they want to benefit from best practices encoded
in the form of cloud patterns [6], which are general and reusable “good” solutions
to recurring design problems for cloud-based applications. Design patterns have
been applied to all fields of software engineering, including cloud computing.
These patterns were refined to take into account the specificities and require-
ments of the cloud. To the best of our knowledge, none of previous works, that
have benchmarked cloud applications [5], investigated the combined impact of
databases and cloud patterns on the energy consumption of cloud-based applica-
tions. Consequently the benefits and trade-offs of different databases and com-
binations of cloud patterns are mostly intuitive and not validated. In this paper,
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we evaluate the impact on energy consumption of three cloud patterns: Local
Database Proxy, Local Sharding-Based Router, and Priority Message Queue,
with three databases: two relational databases, PostgreSQL and MySQL, and
one NoSQL database, MongoDB. To achieve this goal, we use three versions
of three cloud-based applications (a RESTful multi-threaded application, DVD
Store, and jPETStore) that use respectively MySQL, PostgreSQL, and Mon-
goDB databases. We also implement the three studied patterns in each version
of these applications. We choose these databases because they are the most
popular relational databases in the last few years [2,4]. We measure energy con-
sumption using the Power-API [3], which estimates the energy consumed by
an application at the process-level. Our results show that MySQL database is
the least energy consuming among the three databases and PostgreSQL is the
most energy consuming among them. MongoDB consumes more energy than
MySQL but less than PostgreSQL. We also show that various combinations of
patterns impact energy consumption. The rest of the paper is structured as fol-
lows. Section 2 provides the most closely related works to our study. Section 3
presents the cloud-based applications used by our study and the design of our
experiments. Section4 discusses the results of our experiments. Sectionb dis-
cusses our results and possible threats to their validity. Section 6 concludes with
some future works.

2 Related Work

The most closely related work to ours is by Abtahizadeh et al. [1]. They con-
ducted an empirical study that aimed to compare the energy efficiency of the
same three cloud patterns performed in our study. However, they only consid-
ered MySQL database in their work. Their results show that cloud patterns can
reduce the energy consumption of a cloud-based application but only in some
specific cases. In the same direction, Manotas et al. [7] conducted an empirical
study in which they investigated the impact of four web servers on the energy
consumption of a web application. They showed that the energy consumption of
a web application depends on the web server used to handle requests, where each
web server can increase or decrease the energy consumption of the web applica-
tion, depending on the features for which it is executed. Sahin et al. [8] inves-
tigated the energy efficiency of 15 structural, behavioral and creational design
patterns, implemented in an application. For each pattern, they examined the
energy consumption of the versions of the application before and after apply-
ing design pattern. Their results show that design patterns have a significant
impact on energy consumption, where certain design patterns like Decorator
can increase the energy usage of an application by up to 700 %.

3 Study Design

In this section, we introduce our research questions, describe the objects and the
design of our study, and analysis method. Our research questions are:
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— RQ1: Does the choice of MySQL, PostgreSQL and MongoDB Databases affect
the energy consumption of cloud applications (when no cloud patterns are
implemented)?

— RQ2: Does the implementation of Local Database Proxy, Local Sharding
Based Router or Priority Message Queue patterns affect the energy consump-
tion of cloud applications using MySQL, PostgreSQL and MongoDB Data-
bases?

— RQ3: Do the interactions between Local Database Proxy, Local Sharding
Based Router and Priority Message Queue patterns affect the energy con-
sumption of cloud applications using MySQL, PostgreSQL and MongoDB
Databases?

3.1 Objects and Design

In our experiments, we use a combination of databases and cloud patterns
encoded using a letter and a number. The Local Database Proxy pattern has
three implementation strategies: Random Allocation (P1), Round-Robin (P2),
and Custom Load Balancing (P3). The Local Sharding Based Router pattern
also has three strategies: Modulo Algorithm (P4), Consistent Hashing (P5), and
Lookup Algorithm (P6). The Priority Message Queue pattern is called P7. The
databases are named: MySQL (D1), PostgreSQL (D2), and MongoDB (D3). We
performed each experiment on three different systems, because one system could
be intrinsically more complex to understand. We deployed them on 10 virtual
machines (2 master nodes and 8 slaves nodes) in a private cloud. At first, for
Experiment 1, we implement and deploy a multi-threaded distributed applica-
tion that communicates through REST calls. The application interacts with one
of the three chosen databases. Sakila sample database is used as it contains
a large number of records, making it interesting for experiments. We adapted
The schema of the Sakila database to PostgreSQL and MongoDB databases.
For Experiment 2 and 3, we use DVDStore and JPetStore systems. DVDStore!
is provided with the implementation of MySQL and PostgreSQL databases. We
refactor the code of DVD Store to allow it to connect with a MongoDB database.
Similarly, we also modified the code of JPetStore? to implement connections to
MySQL, PostgreSQL and MongoDB databases. We perform our experiments
using different numbers of clients, which are simulated using a multi-threaded
architecture. The number of clients simulated varies from 100 to 1500 clients.
Each execution is done using different databases and different cloud patterns.

3.2 Independent and Dependent Variables

MySQL, PostgreSQL and MongoDB databases are the independent variables of
our study. Also, the three studied cloud patterns, as well as the strategies of these
patterns are considered as independent variables. The application response time
(measured in milliseconds) and the energy consumption measured by Power-API
(measured in joules) are considered as dependent variables.

! http://linux.dell.com/dvdstore/.
2 https://github.com/mybatis/jpetstore-6.
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3.3 Hypotheses

To answer our research questions, we formulate the following null hypotheses,
where PO is the experiment consisting in comparing the energy consumption
and response time of the three versions of each application using respectively
MySQL, PostgreSQL, and MongoDB databases. Px (x € {1 ... 6}), and P7 are
the different patterns. In each experiment we compare two versions of a same
application implementing two different databases Dy, Dz (y, z € {1, 2, 3} and
y #12), with the same (combination) of patterns.

- H, éyz: There is no difference between the average amount of energy consumed by
applications implementing databases D, and D, (without any cloud pattern).

- H ;yzz There is no difference between the average amount of energy consumed
by applications implementing databases D, and D, in conjunction with pat-
terns Px.

- H %yﬂ: There is no difference between the average amount of energy consumed
by applications implementing databases D, and D, in conjunction with the

combination of patterns Px and P7.

To have more clear comprehension regarding the trade-offs between the
energy consumption and the performance of a cloud-based application measured
in terms of response time, we also formulate the following null hypotheses:

— Hgyzz There is no difference between the average response time of databases
D, and D, by applying the design PO.

~ H2,.: There is no difference between the average response time of databases
D, and D, by applying the design Px.

- H 3yz7: There is no difference between the average response time of databases

D, and D, by applying the combination of designs Px and P7.

3.4 Analysis Method

To analyze our collected data (i.e., response time and energy consumption mea-
surements), we performed the Mann-Whitney U test [9] to test the aforemen-
tioned hypotheses. Mann-Whitney U test is a non-parametric statistical test
where its relevance is reflected in the assessment of two independent distrib-
utions. We also computed the Cliff’s § effect size because effect sizes are very
important to understand the magnitude of the difference between 2 distributions.

4 Study Results

This section presents and discusses the results of our research questions.

4.1 Results and Answers to RQ1

Tables 1 and 2 summarizes the results of Mann-Whitney U test and Cliff’s §
effect sizes for the energy consumption and the response time.
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Table 1. Energy consumption p-value and Cliff’s §

Pattern| MySQL|PostgreSQL| p-value |Cliff’s ¢ || MySQL|{MongoDB| p-value |Cliff’s d||PostgreSQL|MongoDB |p-value| Cliff’s &
PO 262.5 568.2 0.01 |medium| 262.5 354.7 0.24 small 568.2 354.7 0.09 small
P1 490.2 1391.1 |< 10e—6| large | 490.2 890.0 [< 10e—6| large 1391.1 890.0 0.09 small
P2 495.2 1529.9 |< 10e—6| large || 495.2 915.9 [< 10e—6| large 1529.9 915.9 0.04 | medium
P3 495.0 1476.5 |< 10e—6| large || 495.0 904.5 [< 10e—6| large 1476.5 904.5 0.04 | medium
P4 1331.9 6330.2 10e—6| large 1331.9 | 5826.4 |< 10e—6| large 6330.2 5826.4 0.23 small
P5 611.6 4245.1 10e—6| large 611.6 | 3821.8 |< 10e—6| large 4245.1 3821.8 0.23 small
P6 824.1 4929.4 10e—6| large 824.1 4194.4 |< 10e—6| large 4929.4 4194.4 0.23 small

P1+P7| 442.7 1379.8 10e—6| large || 442.7 814.3 [< 10e—6| large 1379.8 814.3 0.03 | medium

P2+P7| 468.8 1482.5 10e—6| large || 468.8 891.9 [< 10e—6| large 1482.5 891.9 0.03 | medium

P3+P7| 490.2 1391.1 10e—6| large || 490.2 890.0 [< 10e—6| large 1391.1 890.0 0.09 small

P4+P7| 1255.5 5777.4 10e—6| large || 1255.5| 5622.9 |< 10e—6| large 5777.4 5622.9 | 0.82 |negligible

P54+P7| 492.2 3884.5 10e—6| large || 492.2 | 3386.6 |< 10e—6| large 3884.5 3386.6 0.23 small

P6+P7| 775.9 4526.8 10e—6| large 775.9 41274 |< 10e—6| large 4526.8 4127.4 0.23 small

AN[N[N[NNANNNA

Table 2. Response time p-value and Cliff’s §

Pattern| MySQL|PostgreSQL| p-value |Cliff’s §||MySQL|MongoDB| p-value |Cliff’s 6||PostgreSQL|MongoDB|p-value| Cliff’s ¢
PO 262.5 568.2 0.01 |medium| 262.5 354.7 0.24 small 568.2 354.7 0.09 small
P1 490.2 1391.1 |< 10e—6| large 490.2 890.0 [< 10e—6| large 1391.1 890.0 0.09 small
P2 495.2 1529.9 |< 10e—6| large || 495.2 915.9 [< 10e—6| large 1529.9 915.9 0.04 | medium
P3 495.0 1476.5 |< 10e—6| large || 495.0 904.5 [< 10e—6| large 1476.5 904.5 0.04 | medium
P4 | 13319 6330.2  |< 10e—6| large || 1331.9 | 5826.4 |< 10e—6| large 6330.2 5826.4 | 0.23 small
P5 611.6 4245.1  |< 10e—6| large || 611.6 | 3821.8 |< 10e—6| large 4245.1 3821.8 | 0.23 small
P6 824.1 4929.4 |< 10e—6| large 824.1 | 41944 |< 10e—6| large 4929.4 41944 0.23 small

P14+P7| 442.7 1379.8 |< 10e—6| large || 442.7 814.3 [< 10e—6| large 1379.8 814.3 0.03 | medium

P2+4+P7| 468.8 1482.5 |< 10e—6| large 468.8 891.9 [< 10e—6| large 1482.5 891.9 0.03 | medium

P3+P7| 490.2 1391.1 |< 10e—6| large | 490.2 890.0 [< 10e—6| large 1391.1 890.0 0.09 small

<
<
<

P4+P7| 1255.5 5777.4 10e—6| large || 1255.5 | 5622.9 |< 10e—6| large 5777.4 5622.9 | 0.82 |negligible
P5+P7| 492.2 3884.5 10e—6| large || 492.2 | 3386.6 [< 10e—6| large 3884.5 3386.6 | 0.23 small
P6+P7| 775.9 4526.8 10e—6| large || 775.9 | 41274 |< 10e—6| large 4526.8 41274 | 0.23 small

Average Amount of Consumed Energy: Results presented in Table 1 show
that, without using any pattern (in other words, by applying the design PO0),
there is a statistically significant difference between the average amount of energy
consumed by application using MySQL and application using PostgreSQL. The
effect size in this case is medium. Therefore, we reject Héyz for Dy, D, (y=1,
z=2). However, there is not a statistically significant difference between the
average amount of energy consumed by application using MySQL and appli-
cation using MongoDB. Therefore, we cannot reject H&yz for D,, D, (y=1,
z=23). Similarly, there is not a statistically significant difference between the
average amount of energy consumed by application using PostgreSQL database
and application using MongoDB database. In these two cases the effect size is
small. Therefore, we cannot reject Hy,, for Dy, D, (y=2, z=3).

Average Response Time: Results presented in Table 1 show that, by apply-
ing the design PO, there is not a statistically significant difference between
the average response time of application using MySQL database and appli-
cation using PostgreSQL database. Therefore, we cannot reject Hg,. for
Dy, D, (y=1, z=2). However, there is a statistically significant difference
between the average response time of application using MySQL database and
application using MongoDB database. Similarly, there is a statistically significant
difference between the average response time of application using PostgreSQL
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database and application using MongoDB database. Therefore, we cannot reject
H02yz for Dy, D, ((y=1,2z=3), (y=2,2=3)).

4.2 Results and Answers to RQ2

Average Amount of Consumed Energy: These results show that by apply-
ing the Local Database Proxy pattern, there is a statistically significant difference
between the average amount of energy consumed by application using MySQL
database and application using PostgreSQL database. Similarly, also, between
application using MySQL and application using MongoDB. Similarly also by
application using PostgreSQL database and application using MongoDB data-
base (where the effect size is large). But, except for the case where the proxy
pattern is implemented using the random strategy, there is not a statistically
significant difference between application using PostgreSQL database and appli-
cation using MongoDB database. Therefore we reject H;yz for P,, Dy, D, (x
€{2,3}, (y=1,2=2), (y=1, z=3)), but we cannot reject H}, _ for P,, D,,
D, (x=1, y=2, z=3). By applying the Local Sharding Based Router, there
is a statistically significant difference between the average amount of energy
consumed by application using MySQL database and application using Post-
greSQL database. Similarly also between application using MySQL and appli-
cation using MongoDB (the effect size is large). But, there is not a significant
difference between application using PostgreSQL database and application using
MongoDB database. Therefore, we reject H;yz for P,, Dy, D, (x € {4, 5, 6},
(y=1,2z=2), (y=1, z=3)), but we cannot reject H},. for P,, D,, D, (x € {4,
5,6}, y=2,2=3).

Average Response Time: Results show that by applying the Local Database
Proxy pattern, there is not a statistically significant difference between the aver-
age response time of application using MySQL database and application using
PostgreSQL database. Therefore, we cannot reject Hgyz for P;, Dy, D, (x € {1,
2,3}, (y=1,z=2)). However, there is a statistically significant difference between
the average response time of application using MySQL database and application
using MongoDB database. Similarly, there is a statistically significant difference
between the average response time of application using PostgreSQL database and
application using MongoDB database. Therefore, we reject Hgyz for P;, Dy, D,
(xe{1,2,3}, (y=1,2=3), (y=2, z=3)). Further results, by applying the Local
Sharding Based Router, there is not a statistically significant difference between
the average response time of application using MySQL database and application
using PostgreSQL database. Therefore, we cannot reject Hgyz for P, Dy, D,
(x € {4, 5, 6}, (y=1, z=2)). However, there is a statistically significant differ-
ence between the average response time of application using MySQL database
and application using MongoDB database. Similarly, there is a statistically sig-
nificant difference between the average response time of application using Post-
greSQL database and application using MongoDB database. Therefore, we reject
Hgyz for P,, Dy, D, (x € {4, 5,6}, (y=1,2=3), (y=2,2=3)).
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4.3 Results and Answers to RQ3

Average Amount of Consumed Energy: When we combine the Local Data-
base Proxy pattern with the priority Message Queue pattern, results show that
there is a statistically significant difference between the average amount of energy
consumed by application using MySQL database and application using Post-
greSQL database. Similarly also between application using MySQL and applica-
tion using MongoDB (the effect size is large). The same is true for application
using PostgreSQL database and application using MongoDB database (where the
effect size is large). However, except applying the combination of the custom strat-
egy with the Priority Message Queue pattern, there is not a statistically signifi-
cant difference between application using PostgreSQL database and application
using MongoDB database. Therefore, we reject H;yﬂ for P,, Dy, D, (x € {1,
2,3}, (y=1,2=2), (y=1, z=3)), but we cannot reject H}, _, for P,, Dy, D,
(x=3, y=2, z=3). Also, when we combine the Local Sharding Based Router
pattern with the priority Message Queue pattern, results show that there is a sta-
tistically significant difference between the average amount of energy consumed
by application using MySQL database and application using PostgreSQL data-
base. Similarly also between application using MySQL and application using Mon-
goDB (the effect size is large). However, there is no a significant difference between
application using PostgreSQL database and application using MongoDB data-
base. Therefore, we reject Hy,_, for P, Dy, D, (x € {4,5,6}, (y=1,2=2), (y=1,
z=3)), but we cannot reject H., ., for P;, D,, D, (x € {4, 5, 6}, y=2,2=3).

TYz

Average Response Time: By applying the Local Database Proxy pattern with
the priority Message Queue pattern, there is not a statistically significant differ-
ence between the average response time of application using MySQL database
and application using PostgreSQL database. Therefore, we cannot reject Hgyﬂ
for P,, D,, D, (x € {1, 2, 3}, (y=1, z=2)). However, there is a statistically sig-
nificant difference between the average response time of application using MySQL
database and application using MongoDB database. Similarly, there is a statisti-
cally significant difference between the average response time of application using
PostgreSQL database and application using MongoDB database. Therefore, we
reject HZ, 7 for Py, Dy, D. (x € {1,2,3}, (y=1,2=3), (y=2, z=3)). Besides
that, when we combine the Local Sharding Based Router pattern with the pri-
ority Message Queue pattern, results show that there is not a statistically signif-
icant difference between the average response time of application using MySQL
database and application using PostgreSQL database. Therefore, we cannot reject
H2,.; for Py, Dy, D, (x € {4, 5, 6}, (y=1, z=2)). However, there is a statisti-
cally significant difference between the average response time of application using
MySQL database and application using MongoDB database. The combination
of the Lookup strategy and the Priority Message Queue pattern there is not a
significant difference. Similarly, there is a statistically significant difference
between the average response time of application using PostgreSQL database and
application using MongoDB database. The combination of the Lookup strategy
and the Priority Message Queue pattern there is not a significant difference.
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Therefore, we reject HZ, ., for Py, Dy, D, (x € {4,5}, (y=1,2=3), (y=2,2=3)),
and we cannot reject H?, _; for P, Dy, D, (x=6, (y=1,2=3), (y=2,2=3)).

5 Discussions and Threats to Validity

We showed that the implementation of the Local Database Proxy pattern does
not impact the behavior of the databases but can significantly improve the energy
efficiency of MySQL. Concerning the Local Sharding Based Router pattern, the
Modulo strategy has a strong effect on the energy consumption of PostgreSQL
and MongoDB databases but a small one for MySQL. Moreover, the Consis-
tent strategy has a strong effect on the energy consumption of PostgreSQL but
improves slightly the energy efficiency of MySQL and MongoDB. The Lookup
strategy can significantly improve the energy efficiency of PostgreSQL and Mon-
goDB. In addition, we showed that combining Local Database Proxy pattern
with the Priority Message Queue pattern has no significant impact neither on
the application response time nor on the energy consumed by the application,
when it interacts with MySQL. This combination only has a small effect on the
energy consumption of PostgreSQL and MongoDB. Interestingly, the implemen-
tation of the Local Sharding Based Router pattern with the Priority Message
Queue pattern has a strong effect on the response time of the three Databases
but without a significant impact on the energy consumption.

Our experiments, as any other experiment, are subject to threats to their
validity. We now discuss these threats based on the guidelines provided by
Wohlin et al. [10].

Construct validity threats concern the relation between theory and obser-
vations. In this study, they could be due to measurement errors. These mea-
surements are subject to variation and perturbations depending of hardware
and network. For this reason, we did several experiments, we conducted each
experiment five times, and computed average values of these measurements.

Internal validity threats concern our selection of subject systems and analysis
methods. Despite of using the three studied databases, the three cloud patterns
and the two standard cloud applications, some of our findings may still be specific
to our studied application which was designed specifically for the experiments.
Future studies should consider using different RDBMS and NoSQL databases,
and also other cloud applications implementing the cloud patterns.

FEaxternal validity threats concern the possibility to generalize our findings.
Further validation should be done on different cloud applications and with dif-
ferent relational and NoSQL databases and applying different cloud patterns to
these databases can extend our understanding of the impact of databases on the
energy consumption of cloud applications.

Reliability validity threats concern the possibility of replicating this study.
We attempt to provide all the necessary details to replicate our study.

Finally, the conclusion validity threats refer to the relation between the treat-
ment and the outcome. We mainly used non-parametric tests that do not require
making assumptions about the distribution of the metrics.
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6 Conclusion and Future Work

Nowadays, reducing energy consumption is a challenge for cloud-based appli-
cations. We contrasted the performance of various combinations of databases
and cloud patterns in terms of energy consumption and response time of the
cloud-based applications, with the aim to provide some guidance to software
engineers about the usage of databases and cloud patterns for cloud-based appli-
cations. We carried on a series of experiments on different versions of a RESTful
multi-threaded application implemented with three different databases and three
different cloud patterns. We also used two standard cloud applications (DVD
Store and JPetStore) because one system could be intrinsically more complex
to understand. We showed that MySQL database is the least energy consuming
but is the slowest among the three databases. PostgreSQL is the most energy
consuming among the three databases, but is faster than MySQL but slower
than MongoDB. MongoDB consumes more energy than MySQL but less than
PostgreSQL and is the fastest among the three databases. As future work, we
plan to examine how a match/mismatch between the selected database and the
workload characteristic affects energy efficiency.
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