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Abstract. Integrating cognitive agents and robots into teams that operate in
high-demand situations involves mutual and context-dependent behaviors of the
human and agent/robot team-members. We propose a cognitive engineering
method that includes the development of Interaction Design patterns for such
systems as re-usable, theoretically and empirically founded, design solutions.
This paper presents an overview of the background, the method and three
example patterns.
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1 Introduction

A clear need exists for the deployment of robots to establish effective and safe operations
in high risk domains, e.g. for firefighting, search and rescue, and defense. To meet this
need, research in the field of supervisory control provided advanced multi-modal user
interfaces for the robot operators, focusing on dedicated, small human-robot settings
(e.g., two operators that control an Unmanned Aerial Vehicle, UAV, or a single operator
that (tele-)operates an Unmanned Ground Vehicle, UGV). To enhance the robot’s
functions and usability, its level of automation has been increased, so that the operator’s
role became more supervisory in nature, overseeing the automated activation of pro-
grammed events (e.g., making sure the appropriate event is activated at the appropriate
time) and managing unexpected changes to the automated mission plan. Associated
operator interfaces for the robots have been developed that take into account issues
associated with automation management, including vigilance, attention management,
clumsy automation, etc. Subsequently, next-generation multiple-robot systems have
been developed that can be supervised and controlled by a single supervisor at a higher
abstraction level, due to system’s increased capability to make ‘lower level decisions’.
For the supervisory control of single and multiple robots, inventories of critical human
factors issues were made, e.g. on situation awareness, workload, performance and
safety. Standard operator interface design guidelines associated with supervisory control
were developed to facilitate interoperability across (semi) autonomous platforms, and
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for identifying, prioritizing, and addressing human factors challenges associated with
robot supervisory control [4, 11, 19, 20, 22, 26].

However, the content and scope of these guidelines fail to address current opera-
tional demands and to steer the required developments and applications of robotics and
artificial intelligence. The supervisory control paradigm still regards robots as
“obedient servants” that only do work after they have been explicitly told to do so by a
human operator, which could cause an unacceptably high workload. Furthermore, the
human is not necessarily the best decision maker, as the robot may possess information
which is unknown to the operator. As the amount of robots (or UxV’s) is increasing
and these robots are being employed in a wider variety of tasks, they should become
more proactive in their behavior than in the supervisory control paradigm. To realize
this, we should aim at robots as team-members [6]. A major challenge for such an
approach is to integrate the (intelligent) robots into the dynamic teamwork in such a
way that the robots complement human capabilities, relieve them from demanding
tasks (e.g., observation, reconnaissance, search, securing and sampling) and do not
pose additional demands on them (cf., [18]). That is, we aim at the development of
robots that become more and more able to act as adaptive team-members (e.g., by
sharing knowledge, pursuing team goals, and coordinating “own” actions with actions
of others). In our approach, such a system encompasses networked Humans, Agents
and Robots, which show Teamwork (HART) in a “smart environment” (i.e., networked
interactive things and knowledge bases; see Fig. 1). The agents support goal-oriented
behaviors, driven by task, context, team and user models [3, 12], and the ontology
provides the knowledge representations to establish joint knowledge-based behaviors
(based on shared mental models, transactive memory systems, and shared situation
awareness; [10]).
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Fig. 1. Human-Agent-Robot Teamwork (HART) in a smart environment

As the behaviors of the humans, agents and robots are adaptive (i.e., towards one
another and towards the dynamic outside), design and implementation of the optimal set
of behaviors is intrinsically complex. Whereas several methodologies for agent-based
software engineering exist (e.g. [13]), these methodologies focus on systems that consist
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completely of software agents and robots, and do not consider the human interactions
that is required in HART. To fill this gap, we propose to use Interaction Design
(ID) patterns as an integral part of cognitive engineering, addressing the mutual
dependent human, agent and robot behaviors in an explicit Interaction Design Rationale.
These ID-patterns (1) justify the design choices with theoretical and empirical foun-
dations, (2) show the similarities between different instantiated interaction designs and
(3) may be put into a library of reusable (justified) HART ID-patterns.

2 Design Patterns

Alexander [1] was the originator of the pattern concept, defining it as a description of
“[...] a problem which occurs over and over again in our environment, and [...] the core of
the solution to that problem, in such a way that you can use this solution a million times
over, without ever doing it the same way twice”. His philosophy of constructive, coherent
and meaningful design in architecture, inspired the development of pattern languages in
many other domains and application fields. Examples are Workflow Patterns [27]), User
Interface Design Patterns [25, 28], Interaction Design [5], Design Patterns for sociality in
human-robot interaction [14], human-computer interaction [7], patterns to manage soft-
ware complexity [9], and patterns for collaborative technology [24].

For our purpose of explicating the HART Design Rationale during research and
development, the following characteristics are important. A pattern is a structured
description of an invariant solution to a recurrent problem within a context. It abstracts
true interactions, is generative and includes notion of temporality. The HART ID-
patterns should capture good practice and provide theoretical account, i.e., they
(1) represent “big ideas” with their design rationale, (2) reflect design values,
(3) contain common concepts to communicate the design rationale (as a “lingua
franca”), (4) are grounded in the domain and include examples, and (5) have different
levels of abstraction and scales.

3 Pattern Engineering

We propose to integrate the ID-pattern development process into a general situated
Cognitive Engineering methodology that derives a coherent base-line of use cases,
requirements and claims from work, domain, human factors and technology analyses [21].
This baseline describes the what (requirements), when (use cases) and why (claims) of the
design, whereas the patterns describe how the human-agent interaction will take place
[17]. These interaction patterns are generalization of specific user interface and dialogue
instantiations (the interdependent multi-actor “look-feel-and-hear”).
For HART patterns, we distinguish the following key concepts [23]:

e Actor: In a HART system the actor can be Human, Agent or Robot. Note that we
use the term “Actor”, where Schulte et al. [23] use the term “Worker”. Actor refers
to “activity” instead of work and is as such a more general term. In this way, we can
describe generic patterns on joint human-agent/robot activities that take place
within and outside work organizations (e.g. informal caregiving).
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o Relationship: The relationship between actors can be Supervisory and/or Collab-
orative. These two parameters are similar to the distinction of Schulte et al. [23]
between hierarchical and heterarchical relationships. However, we distinguish the
main concept “Relationship” to enable the creation of patterns that adjust such
relationships during the work processes.

e Location: Actors can perform their work at the Same (co-location) or a Distant
(distributed) location. Also here, we are focusing on the dynamics, e.g., patterns that
describe agent support for “ roaming operators” (see Sect. 4.2).

e Pattern status: the status of the pattern can be Profo (i.e., in construction) or
Grounded (e.g., empirically validated in an experiment).

Pattern engineering aims at the generation, sharing, use and evolution of design
knowledge [16]. To make progress in the field of HART, the research and design can
make use of available patterns and anticipate for the refinement or construction of
relevant patterns, taking the following steps:

1. Identify key design problems
2. Search for available design patterns
3. If no pattern can be found, and if it is a general, recurrent design problem:

e Start with a Proto Pattern', a pattern “in construction”, i.e., a design problem
and solution documented in a pattern form (yet lacking empirical grounding)

4. Provide different instantiations (examples)
Test, refine and validate these examples
6. If successful:

e

e Make the Design Pattern accessible in library (of best practices)

4 Example ID-Patterns

This section presents briefly three example ID-patterns to share HART research pro-
gress: for making working agreements, for establishing adequate human supervision of
the delegated tasks and for anticipating required colocation actions.

4.1 Adjustable Human-Agent Working Agreements

Our first example focuses on the enabling of making adjustable working agreements
between humans and agents to establish the required adaptability of the teamwork. This
pattern aims to overcome a common problem present in most modern SCADA systems
(Supervisory Control And Data Acquisition), where either the system behaves fully
autonomously, or where the full control is allocated to the human. Using an agent and
this design pattern, a third option is introduced which supports dynamic and adaptive
human-agent (sub)task allocation (i.e., the SCADA system is evolving into a HART
system). For specific work contexts, the human can set agreements with the agent on
how the tasks will be allocated.

! ¢f. http://c2.com/cgi/wiki?ProtoPattern.


http://c2.com/cgi/wiki?ProtoPattern

Interaction Design Patterns for Adaptive Human-Agent-Robot 215

Title | Obtain adjustable human-agent working agreements on object handling

Design Problem

e The information that the team has to process for object handling is highly
dynamic, causing high peaks and deep hollows in workload

e The agent can perform “only” well-delineated information processing tasks
adequately

e The human operator should remain in the loop (1) to maintain the Situation
Awareness for adequate performance of the complex or unsteady tasks, (2) to
assess the work strategy, and (3) to maintain overall responsibility

Design solution

The human operator can choose the conditions and rules for delegating tasks to the
agent with the objectives to harmonize operator workload and maintain situation
awareness (SA) under the dynamic conditions for optimal team performance. The
human-agent relationship is supervisory and collaborative. The human operator,
who is in charge of the work process (as “Creditor”), sets (1) the delegation criteria
(e.g., the area of operation and characteristics of possible objects in this area that
the agent is obliged to handle) and (2) the corresponding handling tasks (e.g.,
identify and monitor). As an electronic partner, the agent will meet this social
commitment and act according to the defined settings with the corresponding
obligations, i.e., as “Debtor”, show the task outcomes with the conditions that led
to these outcomes (e.g., sensed attributes of an object). In this way, agents can be
committed to provide an advice on the handling of specific (critical) objects, while
handling (standard) objects themselves. A formal language has been developed to
implement such commitments in a human-agent system [15].

Use when

When a clear-cut part of the work can be automated and humans are needed (a) to
deal with the uncertain or ill-defined information, and (b) to take the overall
responsibility for the information-processing strategy and outcome.

Design rationale

HART-system behaviors are prompted and constrained by norms (e.g., flight
regulations). To address situational dynamics, the responsibilities for specific task
objects (e.g., tracks) are actively divided by the human operator by specifying the
range of distinctive object attributes (e.g., flight height, region, ...) that the agent has
to process (i.e., is obliged to identify). The human operator can maintain the overall
responsibility of the work well, because (1) she initiates and may always adjust the
agreement, and (2) the agent’s behavior is transparent (i.e., showing the current
object attributes and rules that led to the identification outcome). In other words,
the agent will act according to the agreement settings with the corresponding
obligations and, as “Debtor”, show the conditions that led to the task outcomes
(e.g., speed, direction, height and distance of an object, which led to agent’s
identification “neutral”). In general, the human takes the more difficult objects and
the agent is left with the easy ones (e.g., neutral objects that take an air or sea way
and identify themselves).
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Example

A prototype of a “track handling agent” for a naval operator was developed [2] and
tested [8]. The general task is to assess tracks in the environment of the ship and
decide whether it is “unknown”, “friendly”, “assumed friendly”, “neutral”, “suspect”
or “hostile”. These tracks are the domain-related instantiations of objects for which
a number of tasks can be executed (e.g., classification, identification, guidance
and/or engagement).
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Via color- and form-coded icons, the source (human or agent) and outcome of the
identification is shown in the display. Object attributes are shown when clicking on
the corresponding icon. A timeline shows the tasks that have been and are being
performed for the operator and the agent. In a separate tab, the work agreement
settings can be specified and edited. For example, for the identification task, the
operator can set a speed threshold of 400 mph. If higher than 400, the agent has to
give an advice on the identity of the track, whereas below 400 the agents sets the
identity itself. This granular work distribution with object attributes matches closely
humans way of dynamic work distribution (e.g., when the number of signals, the
response times to these signals, and/or the workload are high).

Status

Grounded [8]: The effects of the “track handling agent” was evaluated in a high-
fidelity command & control setting with eight naval officers. The overall efficiency
increased with 60%, particularly for the complex scenarios (65%). Downsides of the
agent did not appear.

4.2 Transfer from Distant to Co-location

The second design pattern aims at providing a solution for the problem that human
control has some context requirements which must be fulfilled before control can be
passed to the human. One of these context requirements is spatial location. For example,
when the system operates in fully autonomous mode, and a problem occurs, the human
operator should be able to make it back to the workstation within a certain time limit.
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Title Demand operator to stay in vicinity of workstation.

Design Problem

The agent predicts that human intervention might be necessary soon, which cannot
be done from a mobile device. It asks the operator to stay in the vicinity of the
workstation.

Design solution

Popup window with short explanation of the type of expected problems and time
frame. The operator can ask the agent for more explanation, and decide to agree or
disagree to stay in the vicinity.

Use when

Agent expects to switch from autonomous mode to a semi-autonomous mode which
requires a stationary operator.

Design rationale

Operator is more likely to follow the system’s advice to stay in the vicinity if (s)he
understand why this is necessary.

Example

In the control room of a ship with Dynamic Positioning, an agent that provides
proximity notification allows operators to roam about the vessel. This notification
provides a summary of the proximity need. The operator can resolve, reject,
annotate or ask for more information.

11:19
Stay in proximity

The wind is 32 knots, so please stay in
proximity of the bridge in case we need a DPO
on the bridge

It's close to 35 knots and you need to be
behind the Desk then according to regulations

Operator: why?

Status Proto

4.3 Management of Interaction Processes

The interaction design patterns such as the ones described above have been designed to
realize sensible human-agent interaction by themselves. This does not guarantee that
the human can cope with multiple interactions running simultaneously. The third
design pattern that we will discuss aims to solve that problem.
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Title | Manage multiple interactions between user and system

Design Problem
When many interactions with the agent are required simultaneously, the user gets
overloaded with information.

Design solution

A container window which contains all separate interactions as separate tiles. The
important interactions are shown intrusively (i.e. in color and large), and the less
important interactions are shown non-intrusive (smaller and greyed out). The
container shows the most important 7 windows in an intrusive way. The user can
choose to dismiss any interaction as non-important using the “resolve” button.

Use when
Multiple different types of interactions are required simultaneously.

Design rationale
By limiting the amount of intrusive interactions to seven, human operators are
capable of processing them simultaneously.

Example
== O > -
<« o notify-demo.tno.nl
11:19 11:27 view 11:29 yiew
Stay in proximity Permission Strong wind

requested expected
The wind is 32 knots, so please stay in

proximity of the bridge in case we need a DPO A difference alarm 1

s ios exist for windl and pt
It's close to 35 knots and you need to be wind2. wind2 4 }
behind the Desk then according to regulations outputs -1. 1 -
propose to remove ~ > >

It’s close to 35 knots and you need to be
behind the Desk then according to regulations 11:38

Opesator: why? Strong wind expected
;
—— ;

11:30
I expect a drift In one hour the wind will be 50 knots

From this source: WeatherOnline
1 expect a drift.

Based on prior experience. I'm 80% certain. Resolve Reject

How do you know?

Status Proto
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5 Conclusions

Integrating cognitive agents and robots into teams that operate in high-demand situa-
tions involves mutual and context-dependent behaviors of the human and agent/robot
team-members. Figure 1 shows the concept of Human-Agent-Robot Teamwork
(HART), encompassing agent- and ontology-mediated human-robot collaboration in
order to establish adaptive teamwork. We propose a cognitive engineering method that
includes the development of Interaction Design patterns for such systems as re-usable,
theoretically and empirically founded, design solutions. These patterns are used to
explicate and share HART research and development results. In this way, a pattern for
making working agreements has been constructed and tested. For establishing adequate
human supervision of the delegated tasks, an approval-request pattern was constructed,
and for anticipating required colocation actions, a vicinity-advice patterns was con-
structed. These patterns can be instantiated for different use cases and into specific
interaction designs, in order to realize the required adaptive human-robot teamwork.
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