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Abstract. There is a trend towards using graphics processing units
(GPUs) not only for graphics visualization, but also for accelerating sci-
entific applications. But their use for this purpose is not without dis-
advantages: GPUs increase costs and energy consumption. Furthermore,
GPUs are generally underutilized. Using virtual machines could be a
possible solution to address these problems, however, current solutions
for providing GPU acceleration to virtual machines environments, such
as KVM or Xen, present some issues. In this paper we propose the use
of remote GPUs to accelerate scientific applications running inside KVM
virtual machines. Our analysis shows that this approach could be a pos-
sible solution, with low overhead when used over InfiniBand networks.
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1 Introduction

Virtual machine (VM) technologies such as KVM [1], Xen [7], VMware [6], and
VirtualBox [3] appeared several years ago in order to address some of the con-
cerns present in computing. One of the issues addressed by VMs was data and/or
process isolation. That is, without the use of VMs, in a computing cluster pro-
viding service to different institutions and companies, each of the nodes of the
cluster should only host processes from a single owner if data or process iso-
lation is a requirement. This guarantee for data security, in addition to some
other concerns, led in general to low CPU and system utilization, presenting the
additional indirect drawbacks of an unnecessarily increased power consumption
as well as an increased hardware acquisition cost and higher space and cooling
requirements. Virtualization technologies addressed all these concerns by cre-
ating virtual computers that are concurrently executed within a single cluster
node thus sharing the CPU in that node as well as other subsystems and, there-
fore, increasing overall resource utilization. Acquisition and maintenance costs
are also reduced because a smaller amount of computers are required to address
the same workload, thus reducing also energy consumption needs. Finally, data
isolation is expected because different VMs manage separate address spaces,
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thus making not possible that a process being executed in one VM addresses
memory belonging to other VM.

The importance that VMs have acquired in data centers can be understood
just by considering all the support included for them in current mainstream
multicore processors from Intel or AMD. Actually, although VMs were known in
the past to noticeably reduce application performance with respect to executions
in the native (or real) domain, the virtualization features included in current
CPUs allow VMs to execute applications with a negligible overhead [15].

However, despite the many achievements accomplished in the field of VMs,
they still do not efficiently support the current trend of using graphics process-
ing units (GPUs). This trend allows that many high-performance computing
(HPC) clusters deployed in current datacenters and other computing facilities
benefit from server configurations that include several multicore CPU sockets
and one or more GPUs. In this way, these heterogeneous configurations notice-
ably reduce the time required to execute applications from areas as different as
data analysis (Big Data) [36], chemical physics [32], computational algebra [13],
and finance [16], to name just a few. Unfortunately, the lack of efficient GPU
support in current VMs makes that, when using these virtualization technolo-
gies, applications being executed in the virtualized domain cannot easily access
GPUs in the native domain.

The reason why VMs cannot take advantage of the benefits of using GPUs
is mainly due to the fact that current GPUs do not feature virtualization capa-
bilities. Furthermore, in those cases where it is possible for applications within
VMs to access real GPUs, by using the PCI passthrough mechanism [35], for
example, accelerators cannot be efficiently shared among the several VMs con-
currently running inside the same host computer. These limitations impede the
deployment of GPGPU computing (general-purpose computing on GPUs) in the
context of VMs. Fortunately, GPU virtualization solutions such as V-GPU [5],
dOpenCL [22], DS-CUDA [30], rCUDA [14,31], vCUDA [33], GridCuda [26],
SnuCL [23], GVirtuS [17], GViM [19], VOCL [37], and VCL [12] may be used
in VM environments, such as KVM, VirtualBox, VMware, or Xen, in order to
address their current concerns with respect to GPUs. These GPU virtualization
frameworks detach GPUs from nodes, thus allowing applications to access virtu-
alized GPUs independently from the exact computer they are being executed at.
In this regard, the detaching features of remote GPU virtualization frameworks
may turn them into an easy and efficient way to overcome the current limitations
of VM environments regarding the use of GPUs.

In this paper we explore the use of remote GPU virtualization in order to
provide CUDA acceleration to applications running inside KVM VMs. The aim
of this study is to analyze which is the overhead that these applications experi-
ence when accessing GPUs outside their VM. For this study we make use of the
rCUDA remote GPU virtualization framework because it was the only solution
that was able to run the tested applications.

The rest of the paper is organized as follows. Section 2 thoroughly reviews pre-
vious efforts to provide GPU acceleration to applications being executed inside
VMs and further motivates the use of general GPU virtualization frameworks
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to provide acceleration features to VMs. Later, Sect. 3 introduces in more detail
rCUDA, the remote GPU virtualization framework used in this study. Next,
Sect. 4 addresses the main goal of this paper: studying the performance of real
GPU-accelerated applications when executed within KVM VMs. Finally, Sect. 5
summarizes the main conclusions of our work.

2 Remote GPU Virtualization Solutions

Providing acceleration services to VMs is, basically, the same problem as sharing
a GPU among the VMs concurrently running in the host computer or, in a more
general perspective, sharing a GPU among several computers.

Sharing accelerators among several computers has been addressed both with
hardware and software approaches. On the hardware side, maybe the most
prominent solution was NextIO’s N2800-ICA [2], based on PCIe virtualiza-
tion [24]. This solution allowed to share a GPU among eight different servers
in a rack within a two-meter distance. Nevertheless, this solution lacked the
required flexibility because a GPU could only be used by a single server at a
time, thus preventing the concurrent sharing of GPUs. Furthermore, this solu-
tion was expensive, what maybe was one of the reasons for NextIO going out
of business in August 2013. GPU manufacturers have also tried to tackle the
problem with virtualization enabled accelerators, but so far this GPUs are ori-
ented towards the graphics acceleration usage, not compute. Nvidia GRID1 only
supports CUDA enabled VMs under Citrix XenServer and even in this case, the
GPU resources are not shared between the VMs, each one has a reserved disjoint
segment of the accelerator. The AMD FirePro S-series2 solution is more flexible,
but it only supports OpenCL and it is still oriented towards graphics.

A cheaper and more flexible solution for sharing accelerators, in the context
of a server hosting several VMs, is PCI passthrough [35,38]. This mechanism
is based on the use of the virtualization extensions widely available in current
HPC servers, which allow to install several GPUs in a box and assign each of
them, in an exclusive way, to one of the VMs running at the host. Furthermore,
when making use of this mechanism, the performance attained by accelerators
is very close to that obtained when using the GPU in a native domain. Unfortu-
nately, as this approach assigns GPUs to VMs in an exclusive way, it does not
allow to simultaneously share GPUs among the several VMs being concurrently
executed at the same host. In order to address this concern, there have been
several attempts, like the one proposed in [21], which dynamically changes on
demand the GPUs assigned to VMs. However, these techniques present a high
time overhead given that, in the best case, two seconds are required to change
the assignment between GPUs and VMs.

As a flexible alternative to hardware approaches, several software-based GPU
sharing mechanisms have appeared, such as V-GPU, dOpenCL, DS-CUDA,
rCUDA, SnuCL, VOCL, VCL, vCUDA, and GridCuda, for example. Basically,
1 http://www.nvidia.com/object/nvidia-grid.html.
2 http://www.amd.com/en-us/solutions/professional/virtualization.
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Fig. 1. Architecture usually deployed by GPU virtualization frameworks.

these software proposals share a GPU by virtualizing it, so that they provide
applications (or VMs) with virtual instances of the real device, which can there-
fore be concurrently shared. Usually, these GPU sharing solutions place the
virtualization boundary at the API level (Application Programming Interface),
which can either be OpenCL [18] or CUDA [29] in the GPGPU field. Never-
theless, we will focus on CUDA-based solutions because CUDA is more widely
used. In general, CUDA-based virtualization frameworks aim to offer the same
API as the NVIDIA CUDA Runtime API [10] does.

Figure 1 depicts the architecture usually deployed by these virtualization
solutions, which follow a distributed client-server approach. The client part of the
middleware is installed in the computer (either native or virtual) executing the
application requesting GPU services, whereas the server side runs in the native
domain owning the actual GPU. Communication between client and server sides
may be implemented by means of shared-memory mechanisms if both ends are
located at the same physical computer or by using the network fabric if they are
placed at different computers. The architecture depicted in Fig. 1 is used in the
following way: the client middleware receives a CUDA request from the accel-
erated application and appropriately processes and forwards it to the server.
There, the middleware receives the request and interprets and forwards it to
the GPU, which completes the execution of the request and returns the execu-
tion results to the server middleware. Finally, the server sends back the results
to the client middleware, which forwards them to the accelerated application.
Notice that remote GPU virtualization frameworks provide GPU services in a
transparent way and, therefore, applications are not aware that their requests
are actually serviced by a remote GPU instead of by a local one.

CUDA-based GPU virtualization frameworks may be classified into two
types: (1) those intended to be used in the context of VMs and (2) those devised
as general purpose virtualization frameworks to be used in native domains,
although the client part of these latter solutions may also be used within VMs.
Frameworks in the first category usually make use of shared-memory mecha-
nisms in order to transfer data from main memory inside the VM to the GPU in
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the native domain, whereas the general purpose virtualization frameworks in the
second type make use of the network fabric in the cluster to transfer data from
main memory in the client side to the remote GPU located in the server. This is
why these latter solutions are commonly known as remote GPU virtualization
frameworks.

Regarding the first type of GPU virtualization frameworks mentioned above,
several solutions have been developed to be specifically used within VMs, as
for example vCUDA [33], GViM [19], gVirtuS [17], and Shadowfax [28]. The
vCUDA technology supports only an old CUDA version (v3.2) and implements
an unspecified subset of the CUDA Runtime API. Moreover, its communication
protocol presents a considerable overhead, because of the cost of the encoding
and decoding stages, which causes a noticeable drop in overall performance.
GViM is based on the obsolete CUDA version 1.1 and, in principle, does not
implement the entire CUDA Runtime API. gVirtuS is based on the old CUDA
version 2.3 and implements only a small portion of its API. For example, in
the case of the memory management module, it implements only 17 out of 37
functions. Furthermore, despite it being designed for KVM VMs, it requires a
modified version of KVM. Nevertheless, although it is mainly intended to be
used in VMs, granting them access to the real GPU located in the same node,
it also provides TCP/IP communications for remote GPU virtualization, thus
allowing applications in a non-virtualized environment to access GPUs located
in other nodes. Regarding Shadowfax, this solution allows Xen VMs to access
the GPUs located at the same node, although it may also be used to access
GPUs at other nodes of the cluster. It supports the obsolete CUDA version 1.1
and, additionally, neither the source code nor the binaries are available in order
to evaluate its performance.

In the second type of virtualization framework mentioned above, which
provide general purpose GPU virtualization, one can find rCUDA [14,31], V-
GPU [5], GridCuda [26], DS-CUDA [30], and Shadowfax II [4]. rCUDA, further
described in Sect. 3, features CUDA 7.0 and provides specific communication
support for TCP/IP compatible networks as well as for InfiniBand fabrics. V-
GPU is a recent tool supporting CUDA 4.0. Unfortunately, the information
provided by the V-GPU authors is unclear and there is no publicly available ver-
sion that can be used for testing and comparison. GridCuda also offers access to
remote GPUs in a cluster, but supporting an old CUDA version (v2.3). Although
its authors mention that their proposal overcomes some of the limitations of the
early versions of rCUDA, they later do not provide any insight about the suppos-
edly enhanced features. Moreover, there is currently no publicly available version
of GridCuda that can be used for testing. Regarding DS-CUDA, it integrates a
more recent version of CUDA (4.1) and includes specific communication support
for InfiniBand. However, DS-CUDA presents several strong limitations, such as
not allowing data transfers with pinned memory. Finally, Shadowfax II is still
under development, not presenting a stable version yet and its public information
is not updated to reflect the current code status.

It is important to notice that although remote GPU virtualization has tra-
ditionally introduced a non-negligible overhead, given that applications do not
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Fig. 2. Comparison between the theoretical bandwidth of different versions of PCI
Express x16 and those of commercialized InfiniBand fabrics and network adapters.

access GPUs attached to the local PCI Express (PCIe) link but rather access
devices that are installed in other nodes of the cluster (traversing a network fab-
ric with a lower bandwidth), this performance overhead has significantly been
reduced thanks to the recent advances in networking technologies. For exam-
ple, as depicted in Fig. 2, the theoretical bandwidth of the InfiniBand network
is 12.5 GB/s when using the Mellanox Connect-IB dual-port adapters [8]. This
bandwidth is very close to the 15.75 GB/s of PCIe 3.0× 16. This makes that the
bandwidth achieved by InfiniBand Connect-IB network adapters and that of the
NVIDIA Tesla K40 GPU are very close. Moreover, the previous generation of
these technologies (NVIDIA Tesla K20 GPU and InfiniBand ConnectX-3 net-
work adapter), provides performance figures that are also very close: the Tesla
K20 GPU used PCIe 2.0, which achieves a theoretical bandwidth of 8 GB/s,
whereas InfiniBand ConnectX-3 (which uses PCIe 3.0× 8) provides 7 GB/s. As
a result, when using remote GPU virtualization solutions in both hardware gen-
erations (Tesla K40 & Connect-IB and Tesla K20 & ConnectX-3), the path com-
municating the main memory in the computer executing the application and the
remote accelerator presents a similar bandwidth in all of its stages. This band-
width is very close to the one initially attained by the traditional approach using
local GPUs, as shown in Fig. 3. These small differences in bandwidth cause that
the initial non-negligible performance overhead of remote GPU virtualization
solutions is now noticeably reduced, thus boosting the performance of GPU vir-
tualizing frameworks. Furthermore, when remote GPU virtualization solutions
are considered at the cluster level, it has been shown in [20] that they provide a
noticeable reduction on the execution time of a given workload composed of a set
of computing jobs. Moreover, important reductions in the total energy required
to execute such workloads are also achieved [9]. All these aspects have defini-
tively turned remote GPU virtualization frameworks into an appealing option,
hence motivating the use of such frameworks in order to provide GPU services to
applications being executed inside VMs. As mentioned before, we will make use
of the rCUDA framework in our study because it was the sole solution being able
to run the tested applications. In next section we present additional information
on rCUDA relevant to the work presented in this paper.
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using CUDA and a remote GPU virtualization framework (rCUDA) over InfiniBand
employing different cards: ConnectX-3 single port and Connect-IB dual port. Both
cards employ PCIe 3.0. The former makes use of 8 PCIe lanes whereas the latter uses
16 PCIe lanes. The CUDA accelerators used in the plot are an NVIDIA Tesla K20
(PCIe 2.0× 16) and an NVIDIA Tesla K40 (PCIe 3.0× 16). Notice that the Tesla K20
GPU and the ConnectX-3 network adapter went into the market at the same time,
approximately. The same holds for the Tesla K40 GPU and the Connect-IB network
adapter.

3 rCUDA: Remote CUDA

The rCUDA middleware supports version 7.0 of CUDA, being binary compati-
ble with it, which means that CUDA programs using rCUDA do not need to be
modified. Furthermore, it implements the entire CUDA Runtime API (except for
graphics functions) and also provides support for the libraries included within
CUDA, such as cuFFT, cuBLAS, or cuSPARSE. Furthermore, the rCUDA mid-
dleware allows a single rCUDA server to concurrently deal with several remote
clients that simultaneously request GPU services. This is achieved by creating
independent GPU contexts, each of them being assigned to a different client [31].

rCUDA additionally provides specific support for different interconnects [31].
Support for different underlying network fabrics is achieved by making use of
a set of runtime-loadable, network-specific communication modules, which have
been specifically implemented and tuned in order to obtain as much performance
as possible from the underlying interconnect. Currently, two modules are avail-
able: one intended for TCP/IP compatible networks and another one specifically
designed for InfiniBand.

Regarding the InfiniBand communications module, as explained by the rCU-
DA developers in [31], it is based on the InfiniBand Verbs (IBV) API. This API
offers two communication mechanisms: the channel semantics and the memory
semantics. The former refers to the standard send/receive operations typically
available in any networking library, while the latter offers RDMA operations
where the initiator of the operation specifies both the source and destination of
a data transfer, resulting in zero-copy transfers with minimum involvement of
the CPUs. rCUDA employs both IBV mechanisms, selecting one or the other
depending on the exact communication to be carried out [31].
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Moreover, independently from the exact network used, data exchange
between rCUDA clients and remote GPUs located in rCUDA servers is pipelined
so that higher bandwidth is achieved, as explained in [31]. Internal pipeline
buffers within rCUDA use preallocated pinned memory given the higher through-
put of this type of memory.

4 Impact of KVM Virtual Machines on Real Applications

In order to gather performance figures, we have used a testbed composed of
two 1027GR-TRF Supermicro nodes running the CentOS 6.4 operating system.
Each of the servers includes two Intel Xeon E5-2620 v2 processors (six cores
with Ivy Bridge architecture) operating at 2.1 GHz and 32 GB of DDR3 SDRAM
memory at 1600 MHz. They also own a Mellanox ConnectX-3 VPI single-port
InfiniBand adapter3, which uses a Mellanox Switch SX6025 (InfiniBand FDR
compatible) to exchange data at a maximum rate of 56 Gb/s. The Mellanox
OFED 2.4-1.0.4 (InfiniBand drivers and administrative tools) was used at both
servers. Furthermore, the node executing the rCUDA server includes an NVIDIA
Tesla K20 GPU (which makes use of a PCIe 2.0× 16 link) with CUDA 7.0 and
NVIDIA driver 340.46. On the other side, at the client node, the OFED has
been configured in order to provide 2 virtual instances (virtual functions) of
the InfiniBand adapter. One of these virtual functions will be used in the tests,
for comparison purposes, by applications being executed at the native domain
of the node whereas the other virtual function will be provided to a VM by
using the PCI passthrough mechanism in order to assign it to the virtualized
computer in an exclusive way. In addition to the use of virtual functions (virtual
instances), we will also make use, for comparison purposes, of the original non-
virtualized InfiniBand adapter, which will be referred to as physical function in
the experiments. On the other hand, the VM has been created using qemu-kvm
version 0.12.1.2, installed from the official CentOS repositories and has later
been configured to have 16 cores and 16 GB of RAM memory.

Figure 4 graphically depicts the configurations to be used in the experiments
presented in this section. First, the configuration where an accelerated appli-
cation running in the native domain of the client machine communicates with
the remote node using a non-virtualized InfiniBand adapter will be denoted
in the performance plots as PF-Rem (Physical Function to Remote node).
In a similar way, a configuration where the application is being executed in the
native domain of the client node but makes use of the virtual copy (virtual func-
tion) of the InfiniBand adapter will be labeled as VF-Rem (Virtual Function to
Remote node). Finally, when the application is being executed inside the KVM
VM, we will refer to this configuration as VM-Rem (Virtual Machine to Remote

3 Notice that the new Mellanox InfiniBand Connect-IB network adapters are already
available. These adapters feature a PCIe 3.0× 16 connector, that, in addition to their
dual-port configuration, provides an aggregated bandwidth larger than 12 GB/s.
Nevertheless, the Mellanox driver is not ready yet to provide support for VMs. This
is why in this work we use the previous ConnectX-3 adapters.
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Fig. 4. Testbed used in the experiments presented in this paper. The client node, host-
ing the KVM VM, owns an InfiniBand ConnectX-3 network adapter, which has been
virtualized. The server node also owns an InfiniBand ConnectX-3 network adapter.
Notice that the tests in this paper will always use the real instance of this latter
adapter, which has not been virtualized.

node). In all the three configurations, the remote node used a non-virtualized
InfiniBand card.

The applications analyzed in this section are CUDASW++, GPU-BLAST
and LAMMPS, all of them listed in the NVIDIA Popular GPU-Accelerated
Applications Catalog [11].

CUDASW++ [27] is a bioinformatics software for Smith-Waterman protein
database searches that takes advantage of the massively parallel CUDA architec-
ture of NVIDIA Tesla GPUs to perform sequence searches. In particular, we have
used its latest release, version 3.0, for our study, along with the latest Swiss-Prot
database and the example query sequences available in the application website4.

GPU-BLAST [34] has been designed to accelerate the gapped and ungapped
protein sequence alignment algorithms of the NCBI-BLAST5 implementation
using GPUs. It is integrated into the NCBI-BLAST code and produces identi-
cal results. We use release 1.1 in our experiments, where we have followed the
installation instructions for sorting a database and creating a GPU database.
To search the database, we then use the query sequences that come with the
application package.

LAMMPS [25] is a classic molecular dynamics simulator that can be used to
model atoms or, more generically, as a parallel particle simulator at the atomic,
mesoscopic, or continuum scale. For the tests below, we use the release from
Feb. 1, 2014, and benchmarks in.eam and in.lj installed with the application.
We run the benchmarks with one processor, scaling by a factor of 5 in all three
dimensions (i.e., a problem size of 4 million atoms).

Figure 5 shows the execution times for these three applications when run in
the four different scenarios under analysis: execution with CUDA with a local
GPU in a native domain (label CUDA) and with rCUDA in the three remote
scenarios (labels rCUDA PF-Rem, rCUDA VF-Rem, and rCUDA VM-Rem).
Additionally, the performance of these applications when executed within the
VM, using the GPU of the host by leveraging the PCI passthrough mechanism,
is also analyzed (label CUDA VM-PT). Every experiment has been performed
ten times, so that the figures show the averaged results. For the experiments
involving executions in the native domain, the VM was shut off in order to avoid
interferences.

4 http://cudasw.sourceforge.net.
5 http://www.ncbi.nlm.nih.gov.

http://cudasw.sourceforge.net
http://www.ncbi.nlm.nih.gov
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Fig. 5. Execution time with respect to CUDA of the several applications when executed
in different local and remote scenarios.

Regarding CUDASW++, Fig. 5(a) shows that execution times of this appli-
cation in the different scenarios considered are very similar. As expected, exe-
cuting the application within the VM using a remote GPU (rCUDA VM-Rem)
introduces the larger overhead with respect to CUDA, 0.804 % on average. When
the PCI passthrough mechanism is used from inside the VM (CUDA VM-PT),
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the application experiences an overhead (0.475 % on average) comparable to the
one achieved when executing the application in the native domain using the
remote GPU (rCUDA PF-Rem and rCUDA VF-Rem, 0.323 % and 0.358 % on
average, respectively).

Next, Fig. 5(b) presents results for the GPU-BLAST application. It can be
seen that this application presents several peaks at sequence lengths equal to 600,
1400, 2000, 2404, 2701, and 2800. Notice that rCUDA mimics the behavior of
CUDA for all of these peaks in all the scenarios under study, therefore, analyzing
the reasons of this behavior is out of the scope of this paper. Regarding the
overhead, in this case we can see an almost constant overhead of about 10 % when
VMs are used (CUDA VM-PT and rCUDA VM-Rem), being the later a little
inferior. Surprisingly, in the case of executions using the rCUDA framework from
the native domain, the application is slightly accelerated, 0.451 % on average.
A deeper analysis of these experiments shows that KVM is introducing some
overhead not related with the use of rCUDA or the InfiniBand network. In this
way, the application presents periods of time in which the GPU is not used and
the overhead is introduced by KVM in tasks not involving the GPU, such as
CPU computations and I/O operations.

Finally, Fig. 5(c) shows results for LAMMPS. It can be seen that the lower
execution time is achieved in the native domain, as expected. Furthermore,
executing the application from the inside of the VM using the GPU in the
host (CUDA VM-PT) introduces a negligible overhead of 0.3 % and 1.1 % for
the in.eam and in.lj input models, respectively. The use of the rCUDA frame-
work, however, introduces a larger overhead. When used from the native domain
(rCUDA PF-Rem and rCUDA VF-Rem) execution time increases, respectively,
up to 13 % and 8 % for the in.eam and in.lj benchmarks. Lastly, executing this
application inside the VM increases the execution time up to 17 %. The rea-
son for the larger overhead shown in these experiments is that here, unlike in
previous applications, the total amount of data transferred to/from the GPU
is significantly higher (see Table 1), thus meaning a higher use of the network
fabric, which translates in more overhead when using rCUDA.

Table 1. Summary of rCUDA overhead when applications are being executed inside
the KVM VM (rCUDA VM-Rem), related with data transferred to/from the GPUs,
for the applications under analysis.

Application rCUDA VM-Rem Total amount of data
overhead transfers to/from GPU

CUDASW++ 0.804 % 0.20 GB

GPU-BLAST 2.835 % 1.76 GB

LAMMPS 16.68 % 5.00 GB

As a summary, in Table 1 we present rCUDA overhead when applications are
being executed inside the KVM VM (labeled as rCUDA VM-Rem in previous
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figures). As we can observe, the overhead is directly related with total amount of
data transferred to/from the GPUs. Thus, we can conclude that the more data
transfers, the more overhead.

5 Conclusions

In this paper we have analyzed the use of the remote GPU virtualization mech-
anism in order to provide acceleration services to scientific applications running
inside KVM virtual machines in InfiniBand clusters. This approach overcomes
the issues of other methods, such as the PCI passthrough mechanism, allowing
the concurrent sharing of GPUs by multiple virtual machines.

The main conclusion from the paper is that remote GPU virtualization frame-
works could be a feasible option to provide acceleration services to KVM virtual
machines. In this manner, our experiments have shown that the performance expe-
rienced by GPU-accelerated applications, running inside a virtual machine and
accessing a remote GPU, mainly depends on data transferred to/from the remote
GPU: the more data the application transfers to the remote GPU, the more over-
head it will show with respect to using a local GPU.
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