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Abstract. Good decision support of geographical information systems
depends on the accuracy, consistency and completeness of the provided
data. This work introduces the hypothesis that the increasing amount of
geographic data will significantly improve the decision support of geo-
graphical information systems, providing that a smart data integration
approach considers provenance, schema and format of the gathered data
accordingly. Sources for spatial data are distributed and quality of the
data is varying, especially when considering uncertain data like volun-
teered geographic information and participatory sensing data. In our
approach, we address the challenge of integrating Big Data in geograph-
ical information systems by describing sources and data transformation
services for spatio-temporal data using a collaborative system for man-
aging meta data based on Semantic MediaWiki. These machine inter-
pretable descriptions are used to compose workflows of data sources and
data transformation services adopted to the requirements of geographical
information systems.

1 Introduction and Motivation

Geographical information systems (GISs) are important tools for decision sup-
port in various fields like civil planning, emergency management, agriculture
or environment and nature protection. While the amount of data with a geo-
graphic context is increasing due to improved sensor technology and data created
by mobile devices or users of social web applications, the reliability of these data
may be uncertain and has to be evaluated when used in GIS. In addition, data
values have different schemas to describe locations, like addresses, relative spa-
tial relationships or different coordinates reference systems. Measured quantities
and units that might be used for data values may also vary across data sources,
leading to schema heterogeneity. In this approach, we use semantic Web tech-
nology to describe (i) data sources and data transformation services for GIS
in a machine interpretable way. These semantic descriptions lay the foundation
for (ii) composing workflows of data sources and data transformation services
that fulfill different requirements of GISs on demand, even if these requirements
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are not known at design time. In addition, provenance information and uncer-
tainty of data are modeled using semantic Web technologies, which allows to
(iii) include volunteered geographic information (VGI) and participatory sens-
ing data. We hypothesise that the increasing amount of geographic data will
significantly improve the decision support of GIS, providing that a smart data
integration approach considers provenance, schema and format of the gathered
data accordingly. This leads to the following research questions:

RQ1 How does the integration of uncertain data like VGI and participatory
sensing data improve the decision support in GIS in terms of accuracy,
consistency and completeness?

RQ2 Are domain experts provided with the necessary provenance information
in order to compare the processed values of heterogeneous data sources
within the result set?

In Sect. 2, we discuss related work and state our aims and objectives in Sect. 3.
We introduce our research methodology in Sect. 4 and conclude in Sect. 5.

2 Related Work

In this section we discuss related work on the topics of (i) data transforma-
tion and interoperability of GIS, (ii) semantic workflow composition and (iii)
integration of VGI and participatory sensing data.

2.1 Data Transformation and Interoperability of GIS

Transforming data from heterogeneous data sources into a unified schema and
the interoperability of distributed systems is still an ongoing research topic where
web services are commonly used for converting data. Kaempgen et al. [5] pre-
sented OLAP4LD, a framework for developers of applications over Linked Data
sources reusing the Resource Description Framework (RDF) Data Cube Vocab-
ulary. The Quantities, Units, Dimensions and Data Types Ontologies (QUDT)1

can be used as a common standard for describing units and their conversation.
In the context of GIS, transformation of spatial data across different coordinates
reference systems was addressed by Atemezing et al. [1] which have published a
dataset dedicated to the description of coordinates reference systems defined and
maintained by the French national mapping agency. Similar requirements are also
given for the Gauss-Krueger coordinates reference system used by national agen-
cies in Germany. Li et al. [10] reported on their efforts to design and develop a
geospatial cyberinfrastructure for urban economic analysis and simulation using
a service-oriented architecture to allow widespread sharing and seamless inte-
gration of distributed geospatial data. For the interoperability of spatial data
observed by sensors, the World Wide Web Consortium (W3C) Semantic Sen-
sor Network Incubator Group introduced the Semantic Sensor Network (SSN)
ontology2 for describing sensors and observations.
1 http://www.qudt.org/.
2 http://purl.oclc.org/NET/ssnx/ssn.
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2.2 Semantic Workflow Composition

Another challenge is to compose the workflow of data sources and transformation
services that fulfills the requirements of any GIS. Gil et al. [4] have formalized
an approach how the selection of application components and data sources can
be automated in general using semantic Web technologies. Kopeck et al. [6] pre-
sented research in lightweight machine-readable service descriptions and seman-
tic annotations for Web application programming interfaces (APIs), building on
the Hypertext Markup Language (HTML) documentation that accompanies the
APIs. Lanthaler [7] described an approach to build hypermediadriven Web APIs
based on Linked Data technologies and developed Hydra [8], a small vocabulary to
describe Web APIs. Lanthaler and Guetl [9] also introduced an approach to create
machine-readable descriptions for RESTful services and show how these descrip-
tions along with an algorithm to translate SPARQL Protocol and RDF Query
Language (SPARQL) queries to Hypertext Transfer Protocol (HTTP) requests
can be used to integrate RESTful services into a global read-write Web of Data.
Calbimonte et al. [2] annotated sensor data and observations using an ontology
network based on the SSN ontology and showed how to provide a highly flexible
and scalable system for managing the life-cycle of sensor data in the context of the
semantic Web of Things. Gemmeke et al. [3] have shown that semantic technolo-
gies can help to cope with data format heterogeneity, distribution of the data sets
and interoperability issues in the medical domain, for example when processing
medical images. Similar challenges have to be addressed in the domain of GISs
when processing raster data created by satellites, drones or surveillance cameras.

2.3 Integration of Volunteered Geographic Information

In our approach, we also want to integrate uncertain data like VGI, Linked
Open Data (LOD) and participatory sensing data to support decision with GISs.
Lopez-Pellicer et al. [11] proposed a refinement of Linked Data practices, named
Geo Linked Data, which defines a lightweight semantic infrastructure to relate
URIs that identify real world entities with geospatial Web resources, such as
maps. Stadtler et al. [12] elaborated on how the collaboratively collected Open-
StreetMap3 data can be interactively transformed and represented adhering to
the RDF data model. They described how this data is interlinked with other
spatial data sets, how it can be made accessible for machines according to the
Linked Data paradigm and for humans by means of several applications, includ-
ing a faceted geo-browser. The spatial data, vocabularies, interlinks and some of
the applications are openly available in the LinkedGeoData4 project.

3 Aims and Objectives

When integrating geographic data from different sources with different units of
measurement, property definitions or coordinates reference systems, the data
3 http://www.openstreetmap.org.
4 http://linkedgeodata.org.
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have to be transformed into a homogenous schema in order to receive a uni-
fied view of all sources. This requires not only a structure but also explicit and
well defined semantics for meta data that represents the relations of the data
that should be integrated as well as a mechanism for automated preprocess-
ing and reliability quantification of uncertain data like VGI and participatory
sensing data. By describing heterogeneous data sources for GIS and the input
and output of available data transformation services semantically, we are able
to implement services that dynamically compose workflows for processing these
data and fulfill the requirements of different GISs. Data and index stuctures
for the extraction and aggreation of relevant structures and the accessibility for
analytics have to be covered by the composed workflows. For a complete rep-
resentation of data, missing values have to be predicted by suitable algorithms.
This approach enables domain experts to select any combination of data sources
and receive a complete result set in different data schemas without the need of
considering the format and completeness of the original sources. On the other
hand, all provenance information has to be retained in order to make the values
of different sources as well as predicted values comparable. Using semantic Web
technology for managing geo temporal data does also enable semantic analytics
for unstructured and remote sensing data. In our work we investigate a semantic
workflow composition for integrating Big Data in GIS.

4 Research Methodology

In our approach, we design an infrastructure that gathers Big Data which may
be needed to support decisions with GISs. The infrastructure itself has to be
generic in order to fulfill the requirements of different GISs that may consume
the gathered data for further processing. For the evaluation, this infrastructure
is used for different use cases in order to prove the flexibility and answer the
research questions stated in Sect. 1. To build up our infrastructure, we gather
data from the regional environment authorities of Baden-Württemberg5, the
German weather service6, mobile measurements on a urban railway7 and remote
sensing data from satellites operated by European Space Agency and National
Aeronautics and Space Administration. More data sources should be integrated
in a later stage of the project. Data of areas of interests which are not covered by
the data gathered already will be collected by drones equipped with the necessary
sensors where needed. The first step is to build a collaborative system based on
Semantic MediaWiki (SMW) for managing meta data. This system does import
and reuse commonly used vocabulary in the domain of GISs like SSN, QUDT
and GeoVocab8 and is used to describe data sources and transformation services.
This information is used to dynamically build workflows consisting of the data
sources and transformation services needed to fulfill the requirements defined
5 https://www.lubw.baden-wuerttemberg.de/lubw.
6 http://www.dwd.de.
7 http://www.aero-tram.kit.edu/.
8 http://geovocab.org/.

https://www.lubw.baden-wuerttemberg.de/lubw
http://www.dwd.de
http://www.aero-tram.kit.edu/
http://geovocab.org/


Integrating Big Spatio-Temporal Data 511

by the consuming GIS. We assume that these requirements are not know at
design-time, therefore our infrastructure has to cover them on demand. For a
first demonstration, we have used open refine9 with the rdf plugin10 in order to
(i) transform temperature data of weather stations manually. We have used the
SPARQL Inferencing Notation11 to define unit conversation of thermodynamic
temperatures using the information of QUDT. The prepared sources and services
are then registered in SMW using suitable SMW-templates. The data of our
SMW is stored in an Apache Jena12 triple store which provides a Fuseki SPARQL
endpoint. This endpoint provides the API for machine interpretable descriptions
which we intent to use for (ii) dynamically composed workflows of data sources
and data transformation services later in our work. The (iii) integration of VGI
and participatory sensing data is not yet realized in this stage of our work.

5 Conclusions and Contribution to Web Engineering

In order to evaluate our contribution, we are going to investigate the output
created by the dynamically created workflows of our infrastructure with regard
to completeness, number and quality of integrated sources and the explanatory
power of the provenance information within the result set. This will be made for
a specific use case, which requires a set of records for thermodynamic tempera-
ture values from heterogeneous sources like weather stations, satellite data and
thermal sensors of drones. With the gathered data as our training set, we plan
to perform predictions for sub urban heat islands within the city of Karlsruhe,
Germany, and evaluate the prediction with our test data set which is classified
as measurements from sub urban heat islands in the same city. By varying the
sources used as input for the predictions, we are going to evaluate the impact of
these sources on the decision support in GISs. With our approach, we show how
the decision support of a new generation of GISs can be improved by making
big geo-temporal data including VGI and participatory sensing data available
for analytics. We introduced the principles of this approach with the use case
of thermal data gathered from various sources like weather stations, satellite
observations and mobile sensors. By describing these data sources and appro-
priate data transformation services in a SMW we created machine interpretable
descriptions. We intent to use this data for dynamically composed workflows of
data sources and data transformation services later in our work.
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