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Abstract. With the increasing volume of Linked Data, the diverse links
and the large amount of linked entities make it difficult for users to tra-
verse RDF data. As semantic links and classes of linked entities are two
key aspects to help users navigate, clustering links and classes can offer
effective ways of navigating over RDF data. In this paper, we propose
a co-clustering approach to provide users with iterative entity naviga-
tion. It clusters both links and classes simultaneously utilizing both the
relationship between link and class, and the intra-link relationship and
intra-class relationship. We evaluate our approach on a real-world data
set and the experimental results demonstrate the effectiveness of our
approach. A user study is conducted on a prototype system to show that
our approach provides useful support for iterative entity navigation.
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1 Introduction

With the enrichment of available Linked Data on the Web, challenges in navi-
gating the data space arise: large numbers of linked entities and high diversity
of links, often make it hard for users to explore and find the entities of interest
quickly. As semantic links and classes of linked entities are two key aspects to
help users navigate, clustering links and classes may provide effective organiza-
tions about large numbers of links and classes.

As shown in Fig. 1, Steven Spielberg in DBpedia [2] is linked to 4 entities
(Falling Skies, Men in Black, A.I. and Medal of Honor) through 3 seman-
tic links (executive producer, producer and writer). Links can be clustered,
such as {producer, writer} (based on the common linked entities they are linked
to) and {executive producer, producer} (based on lexical similarity between
their labels). 4 linked entities are associated with 3 entity classes (Television
Show, Film and Video Game). Classes can also be clustered, such as {Television
Show, Film} according to semantic similarity. Link clusters and class clusters
offer effective organizations and provide a overview of overall information during
users’ navigation. However, link clusters and class clusters are utilized separately,
and potential relationships between them are not taken into account.
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Fig. 1. The context of browsing an entity Fig. 2. The context of browsing a set

of entities

In order to improve the efficiency of navigation, jointly utilizing link clusters
and class clusters may provide users with an iterative refinement mode during
entity navigation. For instance, through link cluster {producer, writer}, users
find 3 linked entities (Men in Black, A.I. and Medal of Honor). With respect
to the 3 linked entities, there are two class clusters ({Film} and {Video Game}).
Then, users can locate Medal of Honor by using class cluster {Video Game}.
This iterative navigation process can assist users to explore and understand the
overall information space. Besides, there is a necessity for navigation paradigm
to take into account not only single-entity-oriented transition, but also entity-
set-oriented transition. Figure2 shows the context of browsing the three best
director academy award winners. We can capture the strength of the relation-
ship between a link and a class. For instance, 2 directors (Steven Spielberg
and James Cameron) are the executive producer of Television Show. These
rich and meaningful inter/intra relationships among links and classes could be
leveraged to improve entity navigation.

In this paper, we propose a co-clustering approach that organizes semantic
links and entity classes to support iterative entity navigation. For a given context
of entity browsing, we propose a notion of navigation graph to model the three
aspects of navigation (links, linked entities and their classes) based on tripartite
graph [12]. Then, links and classes are clustered simultaneously based on infor-
mation theoretic co-clustering (ITCC) [4] over navigation graph. To improve the
effect of co-clustering, we define a measure of intra-link similarity and intra-class
similarity and incorporate them into ITCC.

The remainder of the paper is structured as follows. Section 2 defines the basic
notion to be used and describes our co-clustering problem. Section 3 introduces
similarity measuring scheme and our proposed approach. Section 4 provides our
experimentation. The related work is reported in Sect. 5. Section 6 concludes this

paper.

2 Problem Statement

In this section, we define the notion of navigation graph based on tripartite
graph [12] to model the three aspects of navigation (links, linked entities and



170 L. Zheng et al.

R
L /, o) C L C
’Z/N\L’O\ ‘i 7o
1N 2\ e\ 1 !l c
; G L \ ;] o= 2 —O \
[
| Lo | _r il I & | 1 L ! 1 I__Ocz !
CNW 1 ‘o ! \ ) !
\' L / \ O ] A / ] 1 \ C3 1
\ WN, v I ; 7 /
\ b
\ -’ <7 N
Fig. 3. An example of navigation graph. Fig. 4. An example of link-class graph.

their classes) over an RDF graph and introduce the problem of co-clustering
semantic links and entity classes.

In this paper, we do not consider literal and blank node in the RDF data
model. Let U be the set of URI named entities and classes, L be a set of links
including object properties and inverse of them and T'C U x L x U be a set of
triples.

Definition 1 (Navigation Graph). Given a set of entities S C U being the
focus, a navigation graph G =< H,E > consists of a set of vertices H = L' U
RUC where L' C L denotes a set of links, R C U a set of linked entities and
C CU a set of classes, and a set of edges E = {(l,r) | Is€ S, (s,l,r) €T} U
{(r.e) | (r,rdf : type,c) € T}.

Suppose the user explores 3 best director academy award winners, Fig. 3 shows
the navigation graph associated with Fig. 2. Furthermore, there are three bipar-
tite graphs deduced from navigation graph G. These three graphs can model the
associations between links and entities (graph LR), classes and entities (graph
CR) and links and classes (graph LC).

Definition 2 (Link-Class Graph). Given a navigation graph G =< H, E >,
a weighted bipartite graph LC can be defined as follows: LC =<V, Ej. > where
V=LUC and E;. ={(l,¢) |[3r€R, (I,r)e EN(r,¢) e E}. w: Ej, - NT,
Ve € By, w(e) =1|{s| 3s€S, (s,l,r) €T A (r,rdf : type,c) € T}|.

There is an example of link-class graph LC derived from navigation graph G,
as shown in Fig. 4. w(ly,cy) = 2 represents that 2 directors are the executive
producer of Television Show.

Problem 1 (Links-Classes Co-clustering). Given a navigation graph G =<
H E > and a similarity function sim, find k disjoint clusters of links
{&1,&a,..., T} and 1 disjoint clusters of classes {y1,92,....,51} such that

Zle > e ares, Sim(z, a') and 22:1 Ey,y’eg,- sim(y,y') are mazimized.

Clearly the similarity function is a key facet in solving this problem and we
define a measuring scheme in Sect. 3.1.
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3 Co-clustering Links and Classes

In this section, we define a measuring scheme to compute the link similarity and
class similarity in Sect. 3.1. Then we give a solution to the co-clustering problem
based on information theoretic co-clustering (ITCC) [4] in Sect. 3.2. Finally we
introduce a method for cluster labeling in Sect. 3.3.

3.1 Measuring Similarity

In our work, we focus on cosine similarity, lexical similarity and semantic
similarity.

Cosine Similarity. As described in Sect. 2, we use the bipartite graph LC to
model the link and class collections. First, link and class can be represented by
each other based on vector space model [11]. Each class ¢ can be modeled as a
vector over the set of links. Likewise, each link [ can be modeled as a vector over
the set of classes. For example, as shown in Fig.4, ¢; = (2,0,0), c2 = (0,1,0)
and ¢ = (0,1,1). Then, the class similarity is defined as the cosine function of
angle between two vectors of ¢; and c;:

- Ci - Cy
el - Hlesl|

and the value of sim.,s is in the range (0, 1]. Likewise, the cosine similarity
between links can be captured according to the above method.

(1)

51Mecos (€4, €5)

Lexical Similarity. The label of a link or a class is useful for human under-
standing. When the labels of two links or classes share many common words, it
may indicate some kind of similarity between them. Given two classes ¢; and c;,
the lexical similarity is defined as the edit distance between two strings of ¢;’s
label (s.,) and c;’s label (s, ):

1
1 + editDist(se,, S¢;)

SiMeqit(Ci, ¢j) = (2)
where the value of simeg;; is in the range (0, 1] and editDist(s,, s, ) is the mini-
mum number of character insertion and deletion operations needed to transform
one string to the other [9]. Likewise, the lexical similarity between links can be
captured according to the above method.

Semantic Similarity. In our work, semantic similarity refers to similarity
between two concepts in a taxonomy. Due to a hierarchical structure in many
taxonomies, we adopt a similarity measure based on path lengths between con-
cepts [15]. The semantic similarity between class ¢; and ¢; is calculated as:

2 - depth(LCA)

SiMsem (Ci, ¢j) = depth(c;) + depth(c;) o
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where the value of simsen, is in the range (0, 1] and depth(c;) is the shortest
path length from the root to ¢; and LC'A is the least common ancestor of ¢;
and c¢;. The semantic similarity between semantic links can be also computed
according to the above method.

Combination of Similarity. We discuss three similarity measures from differ-
ent points of view. In order to get the total similarity, we combine these measures
based on a natural way (linear combination). Thus, we define the similarity scor-
ing function between two classes ¢; and c; as follows.

sim(c;, ¢j) = - SiMeos(Ciy €5) + B - Simeqir(ci, ¢j) + v - SiMsem(ci, ¢5) (4)

where o+ 4+ v =1 and «, 8,7 € [0, 1] indicate the weights for each similarity
measure to be tuned empirically.

Also, the similarity between two links [; and [; can be captured according to
the above method.

3.2 Information-Theoretic Co-clustering Links and Classes

In [4], Dhillon et al. define co-clustering as a pair of maps from rows to row-
clusters and from columns to column-clusters based on information theory. The
optimal co-clustering is one that minimizes the difference (“loss”) in mutual
information between the original random variables and the mutual information
between the clustered random variables.

Let X = {z1,...,2m} and Y = {y1,...,yn} be discrete random variables
respectively. Let p(X,Y") denote the joint probability distribution between X
and Y. Let the k disjoint clusters of X be written as: X = {&1,&a, ..., Tk },
and the [ disjoint clusters of Y be written as: ¥ = {91,92, .-, 91 }. An optimal
co-clustering minimizes the loss of mutual information, defined as

I(X;Y) - I(X;Y) = D(p(X,Y)||g(X,Y)) (5)

where I(X;Y) is the mutual information between sets X and Y, D(-||-) denotes
the Kullback-Leibler(KL) divergence, and ¢(X,Y") is a distribution of the form
q(z,y) = p(2,9)p(x|2)p(yly), x € &, y € ¥

In our context, the link set L’ can be considered as X and the classes C' as
Y. The joint probability distribution between links and classes can be captured
based on entity set R over navigation graph G =< L' U RUC, E >. The joint
probability of a link = and a class y is defined as follows:

_ Hr|3re R, (x,r) € E}n{r|3r € R, (r,y) € E}|

To improve co-clustering, many research studies utilize the intra-relationships
(e.g., interdocument similarity, interword similarity) [14]. We take the similarity
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between links, and the similarity between classes as the intra-relationships, and
incorporate them into the information theoretic co-clustering. We rewrite Eq. (5) as

I(X;Y)—I(X;Y) = ALCS — uCCS (7)
LCS = 1 zk: Z M (8)
k < || * (|2:] — 1)

2 o Tl |y3\ —1)

LCS and CCS are the total snmlarlty within link clusters and class clusters
respectively. A+ pu = 1 and A, € [0,1] indicate the weights for the trade off
among the loss of mutual information, LCC and CC'S.

In our implementation, we use the ITCC algorithm with time complexity
O((nz(k +1) + km? + In?)7) provided by [14], where nz is the number of non-
zeros in p(X,Y) and 7 is the number of iterations.

3.3 Making the Clusters Easy to Browse

To help user decide at a glance whether the contents of a cluster are of interest,
we aim to provide concise and accurate cluster description. A heuristic method
is to find the cluster’s centroid which is most similar with other elements in the
cluster as the label of cluster.
Given a class cluster ¢ and a class y € ¢, we define the centricity of y as
follows:
centricity(y) = Z sim(y,y'). (10)
y'E€Y

Thus, the centroid of cluster  can be defined as follows:

centroid(y) = arg max centricity(y) (11)
yey

Also, the link cluster’s centroid can be captured according to the above method.

4 FEvaluation

In this section, we evaluate our approach compared with three baseline algo-
rithms on real-world datasets. Our proposed approach is implemented in a pro-
totype system and then compared with two Linked Data browsers via a user
study.
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Table 1. Statistics of experimental datasets

Artist | City Company | University
Number of entities 1233 | 2243 304 510
Number of links 139 280 174 163
Number of linked entities 59654 | 402580 | 88003 57487
Average num. of links per entity 25.8 |30.1 27.2 28.9
Average num. of linked entities per entity | 113.2 |217.5 |338.1 151.7
Average num. of classes per linked entity | 6.9 8.7 5.8 8.9

4.1 Experimental Evaluation

Datasets. we used the DBpedia (version:2015-04)" Mapping-based Properties
dataset, excluding RDF triples containing literals. We selected 4 common classes
(i.e., Artist, City, Company, University). For each class, we collected those enti-
ties that each one has more than 15 semantic links. As to entity classes, we
used the Mapping-based Types dataset. For the purpose of our task, we used the
DBpedia Ontology dataset. The statistical results of these datasets are listed in
Table 1.

Baselines. We compare our method (ITCC+) with three baselines (ITCC [4],
co-clustering via bipartite spectral graph partition(BSGP) [3] and K-means [10]).

ITCC only focuses on the relationship between row and column in the co-
occurrence matrix from mutual information aspect but neglects the intra-row
and intra-column relationships.

BSGP considers the co-clustering problem in term of finding minimum cut
vertex partitions in a weighted bipartite graph. In our context, the link-class
bipartite graph LC =< L'UC, Ej. > can be captured. We use the edge weighting
method provided by [5] and the weight between a link [ and a class ¢ is computed
with

w(l,c) = max sim(c;, ) + max sim(l,1;) (12)

where | = {¢;|3¢; € C, (I,¢;) € Ec} and ¢ = {l;|3l; € L', (I5,¢) € Ej.}.

K-means measures the distance between two data points according to the
similarity by Eq. (4). Since K-means is a one-sided clustering algorithm, the link
and class collections are clustered separately.

Evaluation Metrics. We define three metrics (cohesion, separation and over-
all) to measure the quality of clustering. Given a cluster set O = {Oy, ..., O} of
N elememts, the three metrics of O are defined as follows.

k . /

00, ,0'c0, 51m(0,0')
" coh(0;), coh(0;) = T&F(fm_l) . (13)
i=1 7 7

cohesion(0) =

El e

! http://wiki.dbpedia.org/Downloads2015-04.
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Table 2. Comparsion of overall against different k and («, 3, 7)

t1 to t3 t4 ts te
k=3 |ITCC+ |0.874|0.566 |0.401 |0.467|0.911 |0.642
ITCC 0.872 |0.377 |0.486 | 0.273 |0.688 |0.729
BSGP 0.835 |0.226 | 0.179 |0.238 | 0.465 |0.43
K-means | 0.852 | 0.643 | 0.463 | 0.356 |0.673 |0.577
k=5 |ITCC+ |0.891|0.566 |0.587|0.428|0.925 |0.535
ITCC 0.887 |0.384 |0.427 |0.372 |0.749 |0.471
BSGP 0.797 10.273 [0.209 |0.193 |0.522 |0.383
K-means | 0.814 | 0.762 | 0.479 | 0.383 |0.765 | 0.61
k=8 | ITCC+ |0.857|0.672|0.52 |0.433 | 0.887 |0.668
ITCC 0.832 |0.359 |0.497 |0.324 |0.886 |0.729
BSGP 0.686 |0.238 |0.419 |0.273 |0.596 |0.365
K-means | 0.823 |0.663 |0.478 | 0.481|0.829 | 0.649

k : /
. 1 Y 0co. oo, Sim(o,0")
separation(O) = z Z sep(0;), sep(0O;) = ‘EOO“ é%i 00 (14)
i=1 i i
_ . separation(O)
overall(0) =1 “cohesion(0) (15)

Obviously, the higher the overall score the better the clustering quality is.

Results and Discussions. In the experiments, we randomly selected 200 enti-
ties from our experimental dataset. For each selected entity, we empirically con-
ducted 10 runs using four algorithms (ITCC+, ITCC, BSGP and K-means)
respectively and reported the average overall.

For parameter settings, we investigated the sensitivity with respect to the
disjoint clusters size k (=3, 5, 8) and the balanced parameters («, 8, v, A, u). As
to the parameter (o, 3, ) in similarity Eq. (4), we set t; = (1,0,0), t2 = (0, 1,0),
ts = (0,0,1), t4 = (0.33,0.33,0.33), t5 = (0.6,0.1,0.3) and ¢¢ = (0.3,0.1,0.6) in
computing link similarity and class similarity. As to the parameters (A, ) of
loss in mutual information Eq. (7), we set A = p = 0.5 based on equity. More
parameters settings will be experimented in future work. Besides, we set the
number of iterations 7 = 20 which is enough for convergence [4].

From Table2, we have the following observations. In most cases, ITCC+
outperforms ITCC, BSGP and K-means. Since the core of ITCC+ and ITCC
depends on the joint probability distribution between links and classes, ITCC+
and ITCC can bring better results when the cosine similarity has higher weight
(e.g., t1 and t5).
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Fig. 5. Execution time of four algorithms with varying k& and m.

Efficiency Evaluation. We evaluated the performance of ITCC+, ITCC,
BSGP and K-means by measuring the average execution time for varying size
of entities denoted by m. We randomly selected entities from our experimental
dataset. The four algorithms were implemented in Java and carried out on an
Intel Core2 Quad 2.66 GHz CPU, Windows 7 with 1.2 GB JVM.

As can be seen from Fig. 5, the four algorithms were reasonably fast in prac-
tice. BSGP was faster than ITCC+, ITCC and K-means. ITCC+ and ITCC need
multiple iterations and recompute the distributions on every iteration. Besides,
ITCC+ compute the link cluster similarity and class cluster similarity respec-
tively on every iteration.

4.2 User Study

We conducted a user study to compare our approach with two Linked Data
browsers (Rhizomer?, SView?) and to evaluate the effectiveness of our approach.

Participant Systems. We implemented our proposed approach in a prototype
system called CoClus*, as shown in Fig.6. Users can start browsing with an
entity URI by entering into the input box (A). The left-hand side of the interface
lists the link clusters (B). The right-hand side lists class clusters (C). There are
connections between link clusters and class clusters (D). Users can click the
button “browse all” to explore all the linked entities (E). Also, users can choose
some link/class clusters to iteratively filter the target entities. Selected filters
can be cancelled (F).

Rhizomer provides users with facet navigation to explore RDF data in DBpe-
dia. Once users have zoomed by selecting the kind of entities from the navigation
bar, facets are generated automatically and help users filter out those that are
not interesting.

2 http://rhizomik.net/html/rhizomer/.
3 http://ws.nju.edu.cn/sview/.
4 http://ws.nju.edu.cn/coclus/.
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Fig. 6. A screenshot of CoClus.

Table 3. An example of navigation tasks about John Lennon

Tasks

G1 | E1 | Explore the information related to John Lennon, and describe three main
aspects of him

F1 | Find the albums written by John Lennon

G2 | E2 | Explore the information related to the band members of the Beatles, and
describe three main aspects of them

F2 | Find the films starred by the band members of the Beatles

SView provides a navigation module (called “Link”) which organizes the
semantic links in the form of link patterns [16]. It supports a hierarchical and
interactive interface to help users to find target linked entities.

Tasks. We selected 8 entities from experimental dataset in Sect. 4.1 at random
as the starting points of user navigation. In a browsing scenario, navigation tasks
can be divided into two types: Ezplore (a user has a fuzzy need) and Find (a
user has a clear need) tasks. According to navigation paradigm, tasks can also be
divided into two groups: single-entity-oriented (G1) and entity-set-oriented (G2)
tasks. For each starting point, we established 4 navigation tasks. The navigation
tasks about John Lennon are shown in Table 3.

Procedure. We invited 12 student subjects majoring in computer science who
were familiar with the Web, but with no knowledge of our project. The eval-
uation was conducted in three phases. First, the subjects learned how to use
the given systems through a 20 min tutorial, and had additional 10 min for free
use and questions. Second, the subjects used each of the three systems arranged
in random order. For each system, the subjects were randomly assigned to one
starting point, and required to complete 4 navigation tasks. Meanwhile, the start-
ing points of user navigation among the three systems were different. To enable
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Table 4. Navigation questionnaire

Questions

Q1: | The system helped me get an overview of all the information

Q2: | The number of navigation options was overwhelming

Q3: | The navigation options were well organized

Q4: | The navigation option titles were understood well

Q5: | It was easy to reorient myself in the navigation

51 T CoClus  [RXA Rhizomer =1 SView 60 | mmmAvg. fime per fask 35
Avg. num. of operations per task
50 30
4
o
02 8 208
g <30 N
< 3
9,1 2 15%
g F:
= 20 £
102
]
10 5
0 u u u U u 0 0
Qi Q2 Q3 Q4 Qs CoClus SView Rhizomer
Fig. 7. Results of navigation question- Fig. 8. Average time and number of
naire. operations for each task.

users to use the systems (e.g., Rhizomer is used to browse a whole dataset in
a faceted manner) for carrying out such a task, prior to testing, we navigate
to the desired starting point, from which users start their tasks. The subjects
were asked to complete all the tasks in 10 min. We recorded their answers, their
operations and the time they spent on each task.

With regard to each system, the subjects responded to the navigation
questionnaire, as shown in Table4. The questions in the questionnaires were
responded by using a five-point Likert scale ranging from 1 (strongly disagree)
to 5 (strongly agree). Finally, the subjects were asked to comment on the three
systems.

Results and Discussions. Navigation questionnaire Q1-Q5 captured sub-
jects’ navigation experience with different systems in Fig. 7. Repeated measures
ANOVA revealed that the differences in subjects’ mean ratings were all sta-
tistically significant (p < 0.01). LSD post-hoc tests (p < 0.05) revealed that,
according to Q1 (F' = 11.543, p = 0.0), CoClus (mean = 4.18, sd = 0.54)
provided a better overview of all the information than SView (mean = 3.8,
sd = 1.056) and Rhizomer (mean = 2.75, sd = 0.85) due to the use of link and
class clusters. According to Q2 (F = 9.56, p = 0.0), Rhizomer (mean = 3.98,
sd = 1.06) provided too many faceted filtering views and links compared with
CoClus (mean = 2.85, sd = 0.56) and SView (mean = 3.42, sd = 1.04). Accord-
ing to Q3 (F = 13.65, p = 0.002), CoClus (mean = 3.78, sd = 0.96) provided
a better organization of links and classes than SView (mean = 3.41, sd = 0.83)
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and Rhizomer (mean = 2.4, sd = 0.61). According to Q4 (F = 10.36, p = 0.0),
Rhizomer (mean = 4.12, sd = 1.03) helped subjects more easily understand
the label of links. Finally, according to Q5 (F = 11.67, p = 0.0), Rhizomer
(mean = 4.08, sd = 0.97) helped subjects keep track of browsing and provided
easy rollback.

Figure 8 shows the average time spent on each task and the number of oper-
ations which participants had conducted in one task. Since CoClus provided a
overview using link clusters and class clusters, subjects required far less time
and fewer interactions to complete these tasks.

We also summarized all the major comments of the subjects. As to Rhi-
zomer, 10 subjects (83 %) said that faceted navigation helped them filter out
those entities that were not interesting but needed them to input manually and
multiple interactions. As to SView, 8 subjects (67 %) said that link patterns
provided useful support to help users to locate target linked entities, but tar-
get entity collection was still large. As to CoClus, 11 subjects (92 %) said that
it was distinguished by its co-clustering of links and classes of linked entities,
and it offered a different, more useful set of navigation functions. The link and
class clusters provided a overview of information and enabled users to navigate
iteratively. But 4 subjects (33 %) said that it had some risks, such as misleading
information because of some inappropriate cluster labels.

5 Related Work

Navigation as an important feature of Linked Data, has been supported by many
Linked Data browsers. Tabulator [1] allows users to browse data by starting from
a single resource and following links to other resources. It also allows users to
select a resource for further exploration in a nest tree view. gFacet [8] is a tool
that supports the exploration of the Web of data by combining graph-based visu-
alization with faceted filtering functionalities. With gFacet it is possible to choose
one class and then pivot to a related class keeping those filters for the instances of
the second class connected to the filtered instances in the first class. VisiNav [7]
is a system based on an interaction model designed to easily search and navi-
gate large amounts of Web data. It provides four atomic operations over object
structured datasets: keyword search, object focus, path traversal, and facet spec-
ification. Users incrementally assemble complex queries that yield sets of objects.
Rhizomer [6] addresses the exploration of semantic data by applying the data
analysis mantra of overview, zoom and filter. Users can interactively explore the
data using facets. Moreover, facets also feature a pivoting operation. Visor [13]
is a generic RDF data explorer that can work over SPARQL endpoints. In Visor,
exploration starts by selecting a class of interest from the ontology. Then, users
can pivot to related collections and continue browsing. Visor provides a hier-
archical overview of the collections and also provides a spreadsheet requiring
manual customization to filter the collection.

Whereas the above efforts mainly focus on providing the user with powerful
interaction modes, we aim to cluster semantic links and entity classes simultane-
ously to support iterative entity navigation, which is complementary to all of them.
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6 Conclusion

In this paper, we propose a co-clustering approach which clusters both links and
classes simultaneously to provide users with an iterative entity navigation. To
achieve this, we define a new notion of navigation graph based on tripartite graph
to model the three aspects of navigation (links, linked entities and their classes).
We also measure the link similarity and the class similarity, and incorporate
them into the co-clustering algorithm. The proposed approach is implemented in
a prototype system. The evaluation results demonstrate that it provides a better
overview of all the information, and supports users’ iterative entity navigation.
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