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#### Abstract

We investigate a construction scheme for digital planes that is guided by generalized continued fractions algorithms. This process generalizes the recursive construction of digital lines to dimension three. Given a pair of numbers, Euclid's algorithm provides a natural definition of continued fractions. In dimension three and above, there is no such canonical definition. We propose a pair of hybrid continued fractions algorithms and show geometrical properties of the digital planes constructed from them.
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## 1 Introduction

Over the last years, the study of digital straight lines has gathered much attention. Their properties have been exposed using different approaches and many applications were deduced from them. In particular, it is well known that a digital line has a recursive structure described by the continued fraction development of its slope. See [15] for a survey on digital straightness.

There has been much effort done in order to find analogous results and applications to those on 2D digital lines for 3D digital planes. See [8] for a survey on digital planarity. Works on dual substitutions [1] showed links between the structure of 3D digital planes and generalized continued fractions which lead, in particular, to generation and recognition techniques [3,12]. In this context, much effort has been directed to the study of the generation of digital planes with totally irrational normal vectors. See, for instance, [14] for a detailed work on this topic.

In $[5,11]$, the authors investigate a process that, given a normal vector, computes the critical thickness and constructs the thinnest digital plane that is
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connected. This process is completely directed by the execution of the Fully Subtractive algorithm on the normal vector. Even if their process computes the critical thickness for any normal vector, the construction, which we call the FS-construction, produces a digital plane only for a measure-zero set of vectors which excludes all integer vectors [10]. In the present paper, we propose an attempt to compute a connected digital plane for all vectors $\mathbf{v} \in \mathbb{N}^{3}$.

In the field of combinatorics on words, the recursive structure of digital lines has been studied, in particular, via Christoffel words. Recent work by Labbé and Reutenauer [17] extends Christoffel words as subgraphs of the hypercubic lattice in arbitrary dimensions. The motivation for the present paper is to provide a better understanding of the self-similarities of what is called a Christoffel parallelogram in [17]. This is, roughly speaking, the smallest pattern with parallel sides that tiles the digital plane by translation.

We provide a recursive construction scheme for 3D digital planes that is a generic version of the FS-construction. It is generic in the sense that it is parametrized by a generalized continued fraction algorithm, noted GCF-algorithm for short. A GCF-algorithm is an extension of Euclid's algorithm to higher dimensions. In [5], an inclusion relation between the result of the FS-construction and the construction of digital planes using dual substitutions, more precisely the $\mathrm{E}_{1}^{*}$ formalism, was used in order to show connectedness in specific cases. The same connection between our construction and $\mathrm{E}_{1}^{*}$ is expected, but left for future work. We define new hybrid GCF-algorithms and show that they allow to build a connected digital plane for any rational normal vector.

## 2 Basic Notions and Notation

Let $d \geqslant 2$ be an integer. Let $\left\{\mathbf{e}_{i} \mid k \in\{1, \ldots, d\}\right\}$ be the canonical basis of $\mathbb{R}^{d}$, and let $\langle\cdot, \cdot\rangle$ stand for the usual scalar product on $\mathbb{R}^{d}$. We note $\mathbf{0}$ the origin and $\mathbf{1}=\sum_{i=1}^{d} \mathbf{e}_{i}$ the vector with all coordinates equal to 1 . Recall that $\mathbb{N}_{+}:=\mathbb{N} \backslash\{\mathbf{0}\}$. We always suppose that $\mathbf{v} \in\left(\mathbb{N}_{+}\right)^{d}$ and that the coordinates of $\mathbf{v}$ are relatively prime. The 1-norm of $\mathbf{x} \in \mathbb{R}^{d}$, noted $\|\mathbf{x}\|_{1}$, is given by the sum of the absolute values of its coordinates.

Definition 2.1. The digital hyperplane $\mathcal{P}(\mathbf{v}, \omega)$ with normal vector $\mathbf{v} \in \mathbb{R}^{d}$ and thickness $\omega \in \mathbb{R}$ is defined by:

$$
\mathcal{P}(\mathbf{v}, \omega)=\left\{\mathbf{x} \in \mathbb{Z}^{d} \mid 0 \leqslant\langle\mathbf{x}, \mathbf{v}\rangle<\omega\right\} .
$$

Note that the usual definition of digital hyperplanes includes a shift parameter $\mu$ which we decide to omit in order to lighten the notation. Moreover, we only consider digital lines $(d=2)$ and planes $(d=3)$. For any point $\mathbf{x} \in \mathbb{Z}^{d}$, the quantity $\langle\mathbf{x}, \mathbf{v}\rangle$ determines if $\mathbf{x}$ belongs to $\mathcal{P}(\mathbf{v}, \omega)$ or not. We call $\langle\mathbf{x}, \mathbf{v}\rangle$ the height of $\mathbf{x}$ (in $\mathcal{P}(\mathbf{v}, \omega)$ ) and note it by $\overline{\mathbf{x}}$. See Fig. 1 for an illustration.

Two points at the same height define a period vector, so that $\mathcal{P}(\mathbf{v}, \omega)$ is invariant under a translation by that vector. Given $\left(\mathbf{b}_{i}\right)_{i \in\{1, \ldots, d-1\}}$ a basis of the


Fig. 1. The inner structure of digital lines and planes. Left: the digital line $\mathcal{P}((-1,3), 4)$. The line $\overline{\mathbf{x}}=0$ contains the lowest points, while the line $\overline{\mathbf{x}}=3$ contains the highest points. Right: the digital plane $\mathcal{P}((1,2,3), 6)$. The numbers indicate the height of each points. The highest points are highlighted showing that they form a regular lattice. In both cases, two points at same height define a period vector.
lattice $\left\{\mathbf{x} \in \mathbb{Z}^{d} \mid \overline{\mathbf{x}}=0\right\}$ and a set $S \subset \mathbb{Z}^{d}$ such that for each integer $h \in \mathbb{Z}$, $\{\mathbf{x} \in S \mid \overline{\mathbf{x}}=h\} \neq \emptyset$ if and only if $h \in[0, \omega)$, then

$$
\mathcal{P}(\mathbf{v}, \omega)=\bigcup_{\mathbf{x} \in \mathbb{Z} \mathbf{b}_{1}+\cdots+\mathbb{Z} \mathbf{b}_{d-1}} S+\mathbf{x}
$$

and we say that $S$ provided with the vectors $\left(\mathbf{b}_{i}\right)$ spans $\mathcal{P}(\mathbf{v}, \omega)$.
Two points $\mathbf{x}, \mathbf{y} \in \mathbb{Z}^{d}$ are said to be adjacent if $\|\mathbf{x}-\mathbf{y}\|_{1}=1$, which means that all their coordinates are equal except for one that differs by 1. By analogy to graph theory, we say that a subset of $\mathbb{Z}^{d}$ is connected if its adjacency graph is connected. In particular, a digital plane $\mathcal{P}(\mathbf{v}, \omega)$ is always disconnected if $\omega<\min (\mathbf{v})$ and it is always connected if $\omega>\max (\mathbf{v})+\min \left\{\mathbf{v}_{i} \mid \mathbf{v}_{i} \neq 0\right\}$ (see [6], Lemma 5.3).

## 3 Construction Guided by Continued Fractions

In its additive form, Euclid's algorithm can be expressed as "given a couple of integers ( $a, b$ ), subtract the smaller to the larger one, and repeat. When both numbers are equal, their value is the gcd". It can be expressed in a matricial expression as follows:

$$
\text { Euclid }\binom{a}{b}=\left\{\left[\begin{array}{rr}
1 & 0 \\
-1 & 1 \\
1 & 1 \\
0 & 1
\end{array}\right] \begin{array}{l}
\text { if } b>a, \\
\text { otherwise },
\end{array}\right.
$$

so that multiplying vector $\binom{a}{b}$ by the output matrix performs one step of the algorithm. Table 1 presents the general construction scheme of digital lines and planes. It requires two inputs, namely a GCF-algorithm and a normal vector. First, we focus on dimension 2. In this case, there is a canonical GCFalgorithm: Euclid. The construction is simply a geometrical reinterpretation of the combinatorial construction of Christoffel words by the Christoffel tree,

Table 1. Recursive construction of a digital lines $(d=2)$ and plane $(d=3)$.

```
Input: \(\mathbf{X}\) a GCF-algorithm, \(\mathbf{v}\) the normal vector
Let: \(\mathbf{v}_{0}=\mathbf{v}, B_{0}=\{\mathbf{0}\}, \mathbf{h}_{0}=\mathbf{0}, L_{0}=\left\{\mathbf{e}_{i} \mid i \in\{1, \ldots, d\}\right\}\) and \(\mathbf{a}_{0}=\mathbf{1}\).
For each step \(n \geqslant 1\) let
    Matrices: \(M_{n}=\mathbf{X}\left(\mathbf{v}_{n-1}\right)\),
            Vectors: \(\quad \mathbf{v}_{n}=M_{n} \mathbf{v}_{n-1}\),
            Indexes: \(\quad \delta_{n}=\) index of the coordinate of \(\mathbf{v}_{n-1}\) that is subtracted,
Translation vectors: \(\mathbf{t}_{n}=M_{1}^{\top} M_{2}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{\delta_{n}}\),
            Bodies: \(\quad B_{n}=B_{n-1} \cup\left(B_{n-1}+\mathbf{t}_{n}\right)\),
    Highest points: \(\mathbf{h}_{n}=\mathbf{t}_{1}+\mathbf{t}_{2}+\cdots+\mathbf{t}_{n}\),
            Legs: \(\quad L_{n}=\left\{\mathbf{h}_{n}+M_{1}^{\top} M_{2}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i} \mid i \in\{1, \ldots, d\}\right\}\).
    Approximations: \(\quad \mathbf{a}_{n}=M_{1}^{-1} M_{2}^{-1} \cdots M_{n}^{-1} \mathbf{1}\),
```

| $\mathbf{v}_{0}=(2,5)$, |  |
| :--- | :--- |
| $\mathbf{a}_{0}=(1,1)$ |  |
| $\mathbf{h}_{0}=(0,0)$, |  |
| $L_{0}=\{(1,0),(0,1)\}$. | $\mathbf{v}_{1}=(2,3)$, <br> $\mathbf{a}_{1}=(1,2)$ <br> $\mathbf{t}_{1}=(1,0)$ <br> $\mathbf{h}_{1}=(1,0)$, <br> $L_{1}=\{(2,0),(0,1)\}$. |
| $\mathbf{v}_{2}=(2,1)$, |  |
| $\mathbf{a}_{2}=(1,3)$ |  |
| $\mathbf{t}_{2}=(1,0)$ | $\mathbf{v}_{3}=(1,1)$, <br> $\mathbf{a}_{3}=(2,5)$ <br> $\mathbf{h}_{3}=(2,0)$, <br> $L_{2}=\{(3,0),(0,1)\}$. |
| $\mathbf{h}_{3}=(0,1)$, |  |
| $L_{3}=\{(3,0),(-2,2)\}$. |  |

Fig. 2. Example of the construction scheme using Euclid's algorithm and the input vector $\mathbf{v}=(2,5)$. By convention, $\bullet \in B_{n}$ and $\circ \in L_{n}$. At step $3, \mathbf{v}_{3}=\mathbf{1}$ and thus $\mathbf{a}_{3}=\mathbf{v}$ and $B_{3} \cup L_{3}$ forms the main pattern of $\mathcal{P}((2,5), 7)$.
see [2] (Chap. 1, Sect. 7). The result is a set of points called pattern. By analogy with the terminology used in [17], we say that a pattern is made of a body, noted $B_{n}$, and legs, noted
$L_{n}$. Euclid's algorithm ensures that there exists $N$ such that $\mathbf{v}_{N}=(1,1)$. The approximations $\left(\mathbf{a}_{n}\right)$ correspond to the values encountered while going down in the Christoffel tree (or equivalently the Stern-Brocot tree), starting from the root $\mathbf{a}_{0}=(1,1)$ and ending after $N$ steps at $\mathbf{a}_{N}=\mathbf{v}_{0}$. See Fig. 2 for an example.

The main difficulty in order to use this construction in dimension three is that there is no canonical extension of Euclid's algorithm. Instead, there exists a wide variety of GCF-algorithms (see for instance [18] or [16]). Among all GCFalgorithms, we only focus on the three following ones in the scope of this paper. Given three non-negative numbers,

- Selmer, noted $\mathbf{S}$ : subtract the smallest value to the largest one.
- Brun, noted B : subtract the middle value to the largest one.
- Fully Subtractive, noted FS : subtract the smallest value to the two others.

Obviously, the action of each of these GCF-algorithms may be expressed by a matrix product. Moreover, with these three algorithms, designating the index of the entry that is subtracted is unambiguous. Here are some basic properties of the construction given by Table 1 with $d=3$.

Property 3.1. Let $\mathbf{X}$ be a GCF-algorithm such that each step is either $\mathbf{S}, \mathbf{B}$ or FS. For each $n \geqslant 0$,
(1) $\mathbf{v}_{n}=M_{n} \cdots M_{1} \mathbf{v}$.
(2) if $\mathbf{v}_{n}=\mathbf{1}$, then $\mathbf{a}_{n}=\mathbf{v}$.
(3) $B_{n}=\left\{\sum_{i \in I} \mathbf{t}_{i} \mid I \subseteq\{1, \ldots, n\}\right\}$.
(4) the coordinates of $\mathbf{v}_{n}$ are non-negative.
(5) for each $i \in\{1,2,3\}$, the height of $M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}$ is equal to the $i$-th coordinate of $\mathbf{v}_{n}$.
(6) $\overline{\mathbf{t}}_{n}$, the height of $\mathbf{t}_{n}$, is the value of the coordinate of $\mathbf{v}_{n-1}$ that is subtracted to some other coordinate(s) by $M_{n}$, in order to compute $\mathbf{v}_{n}$.
(7) for each $i \in\{1,2,3\}$, let $\mathbf{x}=M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}$. The vector $\mathbf{x}$ is a Bezout vector for $\mathbf{a}_{n}$, that is $\left\langle\mathbf{x}, \mathbf{a}_{n}\right\rangle=1$.

Proof. Properties (1), (2) and (3) are straightforward. Property (4) is deduced from the definition of the continued fraction algorithm. For (5), $\left\langle M_{1}^{\top} \cdots M_{n}^{\top}\right.$ $\left.\mathbf{e}_{i}, \mathbf{v}\right\rangle=\left\langle\mathbf{e}_{i}, M_{n} \cdots M_{1} \mathbf{v}\right\rangle=\left\langle\mathbf{e}_{i}, \mathbf{v}_{n}\right\rangle$. For (6), the value of the coordinate of $\mathbf{v}_{n-1}$ that is subtracted is not modified by the action of $M_{n}$, in other words $\left\langle\mathbf{v}_{n-1}, \mathbf{e}_{\delta_{n}}\right\rangle=\left\langle\mathbf{v}_{n}, \mathbf{e}_{\delta_{n}}\right\rangle$. Finally, for (7), $\left\langle M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}, \mathbf{a}_{n}\right\rangle=\left\langle\mathbf{e}_{i}, \mathbf{1}\right\rangle=1$.

Obviously, geometric properties of the objects generated depend on the choice of the GCF-algorithm. Here are some properties that are expected from the generated patterns:

- They must be included in the digital plane $\mathcal{P}\left(\mathbf{v},\|\mathbf{v}\|_{1}\right)$.
- They should form a connected set of points.
- Period vectors should be deduced from them.
- They should contain points at every height.
- They should be as small as possible, to avoid redundancy.


### 3.1 General Properties of the Construction

Even though the construction scheme from Table 1 produces infinite sequences, we only consider a finite number of steps. In dimension two, Euclid's algorithm always brings vector $\mathbf{v}$ to $\mathbf{1}$ (recall that $\mathbf{v}$ is assumed to have relatively prime coordinates). This is the halt condition for the algorithm. In dimension three, a GCF-algorithm may produce a sequence $\left(\mathbf{v}_{n}\right)_{n \geqslant 0}$ such that $\mathbf{1}$ does not appear in it. For instance, with the FS GCF-algorithm, if there exists $n$ such that $\mathbf{v}_{n}=(1,1,2)$, then $\mathbf{v}_{n+1}=(1,0,2)$. Obviously, $\mathbf{v}_{n^{\prime}} \neq \mathbf{1}$ for all $n^{\prime} \geqslant n$. For now, we focus on the case where $\mathbf{1}$ does appear in $\left(\mathbf{v}_{n}\right)_{n \geqslant 0}$.

Definition 3.2. Let $\mathbf{X}$ be a GCF-algorithm and $\mathbf{v}$ a vector with relatively prime coordinates. The length, noted length $\mathbf{X}_{\mathbf{X}}(\mathbf{v})$, is, if it exists, the smallest integer $N \geqslant 0$ such that $\mathbf{v}_{N}=\mathbf{1}$.

In Sect.4.1, we provide two new GCF-algorithms and show (Lemma 4.1) that, if $\mathbf{X}$ is one of these, then length $\mathbf{X}_{\mathbf{X}}(\mathbf{v})$ exists. Under such assumption, the points of the body are always included in a digital plane of normal vector $\mathbf{v}$.

Proposition 3.3. Let $\mathbf{X}$ be a GCF-algorithm such that each step is either $\mathbf{S}, \mathbf{B}$ or $\mathbf{F S}$ and $N=$ length $_{\mathbf{X}}(\mathbf{v})$ exists. For each $n \in\{0,1, \ldots, N\}, B_{n} \subseteq$ $\mathcal{P}\left(\mathbf{v},\|\mathbf{v}\|_{1}-2\right)$.

Proof. For each $n \geqslant 1$, let $g_{n}$ be the value of the coordinate of $\mathbf{v}_{n-1}$ that is subtracted. From Property 3.1 (6), this value is equal to the height of $\mathbf{t}_{n}$. From Property 3.1 (3), given a point $\mathbf{x} \in B_{n}$, there exists a subset $I \subset\{1, \ldots, n\}$ such that $\mathbf{x}=\sum_{i \in I} \mathbf{t}_{i}$ and, by linearity, $\overline{\mathbf{x}}=\sum_{i \in I} g_{i}$. On one hand, each $g_{i}$ being non-negative, $0 \leqslant \overline{\mathbf{x}}$. On the other hand, since each $g_{i}$ is subtracted to one or two coordinates of $\overline{\mathbf{v}}_{n-1}$ while keeping its coordinates non-negative, we have that $\sum_{i \in I} g_{i} \leqslant\left\|\mathbf{v}_{0}\right\|_{1}-\left\|\mathbf{v}_{N}\right\|_{1}$. Thus, $\mathbf{x} \in \mathcal{P}\left(\mathbf{v},\|\mathbf{v}\|_{1}-2\right)$.

The following proposition states that the legs define linearly independent period vectors. In Sect. 4.2, we show that these vectors may be used with the corresponding pattern in order to span a digital plane.

Proposition 3.4. Let $\mathbf{X}$ be a GCF-algorithm such that each step is either $\mathbf{S}, \mathbf{B}$ or $\mathbf{F S}$ and $N=$ length $_{\mathbf{X}}(\mathbf{v})$ exists. For each $n \in\{0,1, \ldots, N\}$, let $\left\{\mathbf{l}_{1}, \mathbf{l}_{2}, \mathbf{l}_{3}\right\}=$ $L_{n}$ (see Table 1). The differences $\left(\mathbf{l}_{2}-\mathbf{l}_{1}, \mathbf{l}_{3}-\mathbf{l}_{1}\right)$ form a basis of the lattice $\left\{\mathbf{x} \in \mathbb{Z}^{3} \mid\left\langle\mathbf{x}, \mathbf{a}_{n}\right\rangle=0\right\}$.

Proof (Sketch). By Property 3.1 (7), we have $\left\langle\mathbf{l}_{1}, \mathbf{a}_{n}\right\rangle=\left\langle\mathbf{1}_{2}, \mathbf{a}_{n}\right\rangle=\left\langle\mathbf{l}_{3}, \mathbf{a}_{n}\right\rangle$, which implies that their differences are in the lattice $\left\{\mathbf{x} \in \mathbb{Z}^{3} \mid \overline{\mathbf{x}}=0\right\}$. The fact that $\left(\mathbf{l}_{2}-\mathbf{l}_{1}, \mathbf{l}_{3}-\mathbf{l}_{1}\right)$ form a basis of the lattice is deduced from the fact that the matrix $M_{1}^{\top} \cdots M_{n}^{\top}$ is unimodular, since it is a product of unimodular matrices.

## 4 The Choice of a GCF-Algorithm

In order to build a digital plane with normal vector $\mathbf{v}$, one should use a GCFalgorithm that reduces $\mathbf{v}$ to $\mathbf{1}$. Indeed, if $\mathbf{v}_{N}=\mathbf{1}$, then, by Property 3.1 (2), $\mathbf{a}_{N}=\mathbf{v}$ and Proposition 3.4 states that the legs $L_{N}$ define linearly independent period vectors of $\mathcal{P}(\mathbf{v}, \omega)$.

The FS GCF-algorithm appeared naturally in the study of the topological properties of digital planes [9]. Subsequent work [4,5,10,11] showed that the geometry of a digital plane is strongly linked to the execution of FS on its normal vector.

Given a vector $\mathbf{v}$ for which $N=\operatorname{length}_{\mathbf{F S}}(\mathbf{v})$ is defined, a point $l \in L_{N}$ is such that $\bar{l}=\left\lfloor\frac{\|\mathbf{v}\|_{1}}{2}\right\rfloor$, the set $B_{N}$ is connected and contains exactly one point at each height from 0 to $\left\lfloor\frac{\|\mathbf{v}\|_{1}}{2}\right\rfloor-1$. The set $B_{N} \cup\{l\}$ is a minimal pattern that not only
spans $\mathcal{P}\left(\mathbf{v}, \frac{\|\mathbf{v}\|_{1}}{2}\right)$, but tiles the digital plane, since the points of the translated copies of the pattern never overlap. That being said, for most of the normal vectors v, FS "fails", which means that length ${ }_{\mathbf{F S}}(\mathbf{v})$ is not defined [13]. For instance, in dimension 3, there are two cases where this happens. The first one is when dealing with a vector $\mathbf{v}$ such that a vector $\mathbf{u}$ of the form $(a, b, a+b+c)$, with $a, b \geqslant 1, c \geqslant 0$, appears in the sequence $\left(\mathbf{v}_{n}\right)_{n \geqslant 0}$.

In other words, when one coordinate is bigger or equal to the sum of the two others at some point of the execution of FS. Iterating the FS algorithm on $\mathbf{u}$ is equivalent to running Euclid's algorithm on $(a, b)$ since the $z$-coordinate always remains the biggest one. This means that the value of $c$ has no influence on the points computed in the sequence $\left(B_{n}\right)_{n \geqslant 0}$, and thus the geometry of the digital plane $\mathcal{P}(\mathbf{v}, \omega)$ cannot be described by the patterns generated. Another type of vectors which FS does not reduce to $\mathbf{1}$ is those such that a vector of the form $(a, a, b)$ with $a<b$ appears in the sequence $\left(\mathbf{v}_{n}\right)_{n \geqslant 0}$. In such case, the action of FS produces a vector of the form $(a, 0, b-a)$, which is a fixed point for FS.

### 4.1 Hybrid GCF-Algorithms

The idea of mixing two different GCF-algorithms appears in [7], where the authors investigate the generation of infinite words by iteration of morphisms as approximations of digital lines. We now define two new GCF-algorithms. The main idea is to emulate FS as much as possible, except for the cases where it "fails" and, in such case, use $\mathbf{S}$ (Selmer) or $\mathbf{B}$ (Brun) instead.

Table 2 details the FSS (Fully Subtractive Selmer) and FSB (Fully Subtractive Brun) GCF-algorithms with the matrices provided in Table 3.

The scheme of the FSS (resp. FSB) GCF-algorithm is "if the largest coordinate is greater or equal to the sum of the two smallest ones or if the two smallest ones are equal, apply the $\mathbf{S}$ (resp. $\mathbf{B}$ ) reduction; otherwise, apply the FS reduction" (Fig. 3).

Unlike what happens with the FS, S and B GCF-algorithms, length $\mathbf{F S S}^{\mathbf{F}}(\mathbf{v})$ and length $\mathbf{F S B}^{(v)}$ always exist.

Table 2. The FSS and FSB GCF-algorithms.

```
Algorithm 1. Fully Subtractive Selmer Algorithm 2.Fully Subtractive Brun
    function FSS (v) 1: function FSB (v)
        Input: \(\mathbf{v} \in \mathbb{N}^{3}\)
        \((a, b, c) \leftarrow \operatorname{Sorted}(\mathbf{v})\)
        \(\sigma_{\mathbf{v}} \leftarrow \min \left\{\sigma \in S_{3} \mid \sigma(\mathbf{v})=(a, b, c)\right\}\)
        if \(c \geqslant a+b\) or \(a==b\) then
            return \(\mathbf{M}_{\sigma}^{\mathrm{S}}\)
        else
            return \(\mathrm{M}_{\sigma}^{\mathrm{FS}}\)
        end if
    end function
        Input: \(\mathbf{v} \in \mathbb{N}^{3}\)
        \((a, b, c) \leftarrow \operatorname{Sorted}(\mathbf{v})\)
        \(\sigma_{\mathbf{v}} \leftarrow \min \left\{\sigma \in S_{3} \mid \sigma(\mathbf{v})=(a, b, c)\right\}\)
        if \(c \geqslant a+b\) or \(a==b\) then
                return \(\mathrm{M}_{\sigma}^{\mathrm{B}}\)
        else
        return \(\mathrm{M}_{\sigma}^{\mathrm{FS}}\)
        end if
    end function
```

Table 3. The matrices for FSS and FSB GCF-algorithms. Each matrix is indexed by a permutation that indicates the relative order of the coordinates of the vector. We display only the matrices for the permutation 123 , which corresponds to a vector $(a, b, c)$ with $a \leqslant b \leqslant c$. Matrices for other permutations can be deduced from these.

$$
\mathbf{M}_{123}^{\mathrm{FS}}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
-1 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right), \mathbf{M}_{123}^{\mathrm{S}}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & 0 & 1
\end{array}\right), \mathbf{M}_{123}^{\mathrm{B}}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -1 & 1
\end{array}\right)
$$



Fig. 3. Example of the construction scheme using the FSB GCF-algorithm and normal vector $\mathbf{v}=(4,5,6)$. At step $3, \mathbf{v}_{3}=\mathbf{1}$ and thus $\mathbf{a}_{3}=\mathbf{v}$. For each point $\mathbf{x} \in L_{3}, \overline{\mathbf{x}}=8$ and the body has a point at each height from 0 to 7 . The spanning $\left\{\left(B_{3} \cup L_{3}\right)+\right.$ $k(-4,2,1)+l(-3,0,2) \mid k, l \in \mathbb{Z}\}$ is the digital plane $\mathcal{P}((4,5,6), 9)$.

Lemma 4.1. Let $\mathbf{v} \in \mathbb{N}_{+}^{3}$, be a vector with relatively prime coordinates, then $\operatorname{length}_{\mathbf{F S S}}(\mathbf{v})$ and length $\mathbf{F S B}^{(\mathbf{v})}$ both exist.

Proof. With both algorithms, $\left(\left\|\mathbf{v}_{n}\right\|_{1}\right)_{n \geqslant 0}$ forms a decreasing integer sequence. More precisely, this sequence is strictly decreasing as long as none of the coordinates is equal to zero, which forces that, inevitably, one coordinate must reach zero. Let $N$ be the smallest integer such that $\min \left(\mathbf{v}_{N+1}\right)=0$. For short, let $(a, b, c)=\mathbf{v}_{N}$ and, w.l.o.g. assume that $a \leqslant b \leqslant c$. Let $M=\mathbf{F S S}\left(\mathbf{v}_{N}\right)$ (resp. $\left.\mathbf{F S B}\left(\mathbf{v}_{N}\right)\right)$. There are three possibilities for $M$ :
$-M=\mathbf{M}_{1}^{\mathrm{FS}}$, this case is impossible, since both $\mathbf{F S S}$ and $\mathbf{F S B}$ require that $\mathbf{v}_{N}$ is such that $a<b$ and $a<c$, so that $\mathbf{v}_{N+1}=(a, b-a, c-a)$ has no coordinate equal to zero.
$-M=\mathbf{M}_{123}^{\mathrm{S}}$, in such case, $\mathbf{v}_{N+1}=(a, b, c-a)$, so that $a=b=c$.
$-M=\mathbf{M}_{123}^{\mathrm{B}}$, in such case, $\mathbf{v}_{N+1}=(a, b, c-b)$, so that $b=c$. Moreover, $a=b$ since, otherwise, $a+b>c, a \neq b$ and $\mathbf{F S B}\left(\mathbf{v}_{N}\right)$ returns $\mathbf{M}_{1}^{\mathrm{FS}}$.

The uniqueness of $N$ is obvious since $\mathbf{v}_{N}=\mathbf{1}$ implies $\min \left(\mathbf{v}_{N+1}\right)=0$ and each coordinate is non-increasing.

### 4.2 Generating a Digital Plane

We now show the main geometrical properties of our construction. First, we show that the points of the patterns $B_{n}$ and $B_{n} \cup L_{n}$ are connected. Since we already know (see Proposition 3.4) that, at the last step, the legs define period vectors that send points of the legs to other points of the legs, the spanning of a pattern by these period vectors is a connected set. Then, we show that $B_{N}$, for $N=\operatorname{length}_{\mathbf{F S S}}(\mathbf{v})$ (resp. FSB), contains at least one point at each height, which ensures that the spanning is a digital plane.

Theorem 4.2. Let $\mathbf{v} \in \mathbb{N}_{+}^{3}$ be a vector with relatively prime coordinates and let $N=\operatorname{length}_{\mathbf{F S S}}(\mathbf{v})$ (resp. FSB). For each $n \in\{0,1, \ldots, N\}$, the sets $B_{n}$ and $L_{n}$ are disjoint, and both $B_{n}$ and $B_{n} \cup L_{n}$ are connected.

Proof. Let $\mathbf{x} \in L_{n}$. By definition, there exists $i \in\{1,2,3\}$ such that $\mathbf{x}=\mathbf{h}_{n}+$ $M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}$. The height of $M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}$ is strictly greater than zero since it is equal to the value of the $i$-th coordinate of $\mathbf{v}_{n}$. This implies that $\mathbf{x} \notin B_{n}$ since $\overline{\mathbf{x}}>\overline{\mathbf{h}}_{n}$ and $\mathbf{h}_{n}$ is the highest point of $B_{n}$.

In order to show that $B_{n} \cup L_{n}$ is connected, it suffices to see that, for all $n \geqslant 0$ and all $i \in\{1,2,3\}$,

$$
\begin{equation*}
\mathbf{h}_{n}+M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}-\mathbf{e}_{i} \in B_{n} \tag{1}
\end{equation*}
$$

Indeed, Eq. (1) implies that the points of $L_{n}$ are adjacent to points of $B_{n}$. It also implies that, at each step of the recursive construction, the set $B_{n-1}+\mathbf{t}_{n}$ contains a point, namely $\mathbf{h}_{n-1}+M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{\delta_{n}}$, that is adjacent to a point of $B_{n-1}$, so that the connectedness of $B_{n-1}$ implies the one of $B_{n}$.

By recurrence, for $n=0, \mathbf{h}_{0}+\mathbf{e}_{i}-\mathbf{e}_{i}=\mathbf{0} \in B_{0}$. Now, suppose that (1) is true for $n$, and we show the result for $n+1$. There are two cases to consider.

- If the action of $M_{n+1}$ does not modify the $i$-th coordinate of $\mathbf{v}_{n}$, that is $M_{n+1}^{\top} \mathbf{e}_{i}=\mathbf{e}_{i}$, then

$$
\mathbf{h}_{n+1}+M_{1}^{\top} \cdots M_{n+1}^{\top} \mathbf{e}_{i}-\mathbf{e}_{i}=\underbrace{\mathbf{h}_{n}+M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}-\mathbf{e}_{i}}_{\in B_{n}}+\mathbf{t}_{n+1} \in B_{n+1}
$$

- Otherwise, the action of $M_{n+1}$ on the $i$-th coordinate of $\mathbf{v}_{n}$ is to subtract to it the $\delta_{n+1}$-th coordinate, which implies that $M_{n+1}^{\top} \mathbf{e}_{i}=\mathbf{e}_{i}-\mathbf{e}_{\delta_{n+1}}$ and thus,

$$
\begin{aligned}
\mathbf{h}_{n+1} & +M_{1}^{\top} \cdots M_{n+1}^{\top} \mathbf{e}_{i}-\mathbf{e}_{i} \\
& =\mathbf{h}_{n+1}+M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}-M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{\delta_{n+1}}-\mathbf{e}_{i} \\
& =\underbrace{\mathbf{h}_{n}+M_{1}^{\top} \cdots M_{n}^{\top} \mathbf{e}_{i}}_{\in B_{n}}-\underbrace{M_{1}^{\top} \cdots M_{n+1}^{\top} \mathbf{e}_{\delta_{n+1}}}_{=\mathbf{t}_{n+1}}+\mathbf{t}_{n+1} .
\end{aligned}
$$

For the last equality, note that since $M_{n+1}$ does not modify the $\delta_{n+1}$-th coordinate of $\mathbf{v}_{n}$, we have $e_{\delta_{n+1}}=M_{n+1}^{\top} e_{\delta_{n+1}}$.

The second important result of the present work claims that the FSS and FSB GCF-algorithms construct an entire connected digital plane, using translations.

Theorem 4.3. Let $\mathbf{v} \in \mathbb{N}_{+}^{3}$, be a vector with relatively prime coordinates, let
 $\left\{\left\langle\mathbf{x}, \mathbf{a}_{n}\right\rangle \mid \mathbf{x} \in B_{n} \cup L_{n}\right\}$ is an integer interval.

The proof of Theorem 4.3 relies on a technical lemma, for which we define the following notation: given a finite set $S \subset \mathbb{N}$, let $\operatorname{SUM}(S)=\sum_{s \in S} s$ be the sum of its elements and $\operatorname{PSUM}(S)=\left\{\sum_{x \in X} x \mid X \subseteq S\right\}$ be the set of its partial sums.

Lemma 4.4. Let $x \in \mathbb{N}$ and $S \subset \mathbb{N}$ be such that $\operatorname{PSUM}(S)$ is an integer interval. If $x \leqslant \operatorname{SUM}(S)+1$, then $\operatorname{PSUM}(S \cup\{x\})$ is an integer interval.

Proof. Let $a \in\{0,1, \ldots, \operatorname{SUM}(S)+x\}$. If $a \leqslant \operatorname{SUM}(S)$, then $a \in \operatorname{PSUM}(S) \subseteq$ $\operatorname{PSUM}(S \cup\{x\})$. Otherwise, $0 \leqslant a-x \leqslant \operatorname{SUM}(S)$ and $a-x \in \operatorname{PSUM}(S)$.

Proof (of Theorem 4.3 - Sketch). The proof is given for FSS algorithm, the case FSB being similar. Let,

$$
\mathbb{T}_{n, k}=\left\{\mathbf{t}_{n-k}, \ldots, \mathbf{t}_{n}\right\}, \quad \overline{\mathbb{T}}_{n, k}=\left\{\left\langle\mathbf{x}, \mathbf{a}_{n}\right\rangle \mid \mathbf{x} \in \mathbb{T}_{n, k}\right\}
$$

Hence $\overline{\mathbb{T}}_{n, 0}=\{\mathbf{0}\}$ and its partial sums is an integer interval. Let us suppose that the partial sums of the set $\overline{\mathbb{T}}_{n, k}$, for some $k \in\{0, \ldots, n-1\}$, form an integer interval and let us show that the partial sums of the set $\mathbb{T}_{n, k+1}$ form an integer interval too, using

$$
\mathbb{T}_{n, k+1}=\mathbb{T}_{n, k} \cup\left\{\mathbf{t}_{n-k-1}\right\}, \quad \overline{\mathbb{T}}_{n, k+1}=\overline{\mathbb{T}}_{n, k} \cup\left\{\left\langle\mathbf{t}_{n-k-1}, \mathbf{a}_{n}\right\rangle\right\}
$$

According to Lemma 4.4, it is sufficient to show:

$$
\begin{equation*}
\left\langle\mathbf{t}_{n-k-1}, \mathbf{a}_{n}\right\rangle \leqslant 1+\sum_{x \in \overline{\mathbb{T}}_{n, k}} x . \tag{2}
\end{equation*}
$$

Remind that $\mathbf{a}_{n}=M_{1}^{-1} M_{2}^{-1} \cdots M_{n}^{-1} \cdot \mathbf{1}$, or, equivalently, $\mathbf{1}=M_{n} \ldots M_{1} \cdot \mathbf{a}_{n}$. Let $\mathbf{a}_{n, 0}=\mathbf{a}_{n}$ and $\mathbf{a}_{n, i+1}=M_{i} \cdot \mathbf{a}_{n, i}$, with $i \in\{0, \ldots, n-1\}$. The action of $M_{i}$ consists in subtracting $\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle$ to at least one coordinate of $\mathbf{a}_{n, i-1}$ to compute $\mathbf{a}_{n, i}$, and $\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle$ is the minimal coordinate of $\mathbf{a}_{n, i-1}$. Since $\mathbf{a}_{n, n}=\mathbf{1}$, there exists a subset $J \subseteq\{i+1, \ldots, n\}$ such that $1=\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle-\sum_{j \in J}\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle$, that is:

$$
\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle=1+\sum_{j \in J}\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle \leqslant 1+\sum_{j=i+1}^{n}\left\langle\mathbf{t}_{i}, \mathbf{a}_{n}\right\rangle .
$$

Setting $i=n-k-1$, condition (2) holds.
Now, it becomes natural to investigate the thickness of the digital plane generated.

Theorem 4.5. Let $\mathbf{v} \in \mathbb{N}_{+}^{3}$, be a vector with relatively prime coordinates, let $\mathbf{X}$ be either FSS or FSB and let $N=$ length $_{\mathbf{X}}(\mathbf{v})$. The thickness is bounded:

$$
\left\lfloor\frac{\|\mathbf{v}\|_{1}}{2}\right\rfloor \leqslant \max \left\{\langle\mathbf{x}, \mathbf{v}\rangle \mid \mathbf{x} \in B_{N} \cup L_{N}\right\} \leqslant\|\mathbf{v}\|_{1}-2
$$

Proof. The highest point of $B_{N}$ is, by construction, $h_{N}=\mathbf{t}_{1}+\mathbf{t}_{2}+\cdots+\mathbf{t}_{N}$. Also,

$$
\max \left\{\langle\mathbf{x}, \mathbf{v}\rangle \mid \mathbf{x} \in B_{N}\right\}=\sum_{i=1}^{N} \overline{\mathbf{t}}_{i}
$$

which is, by Property 3.1 (6), the sum of the values subtracted at each step of the execution of the algorithm.

Using the definition of the algorithms, Selmer and Brun subtract each time this value to exactly one coordinate. In such case, $\left\|\mathbf{v}_{n}\right\|_{1}=\left\|\mathbf{v}_{n-1}\right\|_{1}-\overline{\mathbf{t}}_{n-1}$. For Fully Subtractive algorithm, one subtracts at each step the latter value to two different coordinates. In such case, $\left\|\mathbf{v}_{n}\right\|_{1}=\left\|\mathbf{v}_{n-1}\right\|_{1}-2 \overline{\mathbf{t}}_{n-1}$.

This means that if every step of the reduction is Selmer or Brun, then $\|\mathbf{v}\|_{1}=$ $3+\sum_{i=1}^{N} \overline{\mathbf{t}}_{i}$. On the other hand, if the reduction only uses the Fully Subtractive matrices, then $\|\mathbf{v}\|_{1}=3+2 \sum_{i=1}^{N} \overline{\mathbf{t}}_{i}$.

A mix of both Fully Subtractive and Selmer (resp. Brun) reductions returns a value that lies between the bounds for iterating only FS or only $\mathbf{S}$ (resp. B). Finally, by Property 3.1 (7), and Lemma 4.1, the height of the points in $L_{N}$ is exactly 1 more than the highest point in $B_{N}$, showing the result.

Let us remind that according to Proposition 3.4, the set $L_{N}$ provides linearly independent vectors allowing us to span the entire connected digital plane $\mathcal{P}(\mathbf{v}, \omega)$, with $\omega=\max \left\{\langle\mathbf{x}, \mathbf{v}\rangle \mid \mathbf{x} \in B_{N} \cup L_{N}\right\}+1<\|\mathbf{v}\|_{1}$.

## 5 Conclusion and Further Work

In the present paper, we have provided a process to construct connected digital planes with integer normal vectors. This process is guided by a GCF-algorithm which mixes the Fully Subtractive and Selmer (resp. Brun) GCF-algorithms. The result is an algorithm that recursively builds a digital plane for any rational normal vector. However, although the resulting digital plane is connected, it is not, in general, the thinnest one among the connected digital planes with the same normal vector. More precisely, the more the GCF-algorithm applies the Fully Subtractive reduction, the thinner the digital plane is. The GCF-algorithms FSS and FSB construct different patterns but we are not able to state that one is better than the other. As a future work, we want to identify more geometric properties of these patterns. Moreover, we hope that new GCF-algorithms will provide patterns with even more properties like the ability to tile a digital plane or to control the anisotropy of the patterns. These properties, among others, would be of interest for practical use in the context of image analysis.
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