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Abstract. Deep learning-based approaches have been paramount in the
last years, mainly due to their outstanding results in several application
domains, that range from face and object recognition to handwritten dig-
its identification. Convolutional Neural Networks (CNN) have attracted
a considerable attention since they model the intrinsic and complex brain
working mechanism. However, the huge amount of parameters to be set
up may turn such approaches more prone to configuration errors when
using a manual tuning of the parameters. Since only a few works have
addressed such shortcoming by means of meta-heuristic-based optimiza-
tion, in this paper we introduce the Harmony Search algorithm and some
of its variants for CNN optimization, being the proposed approach vali-
dated in the context of fingerprint and handwritten digit recognition, as
well as image classification.

1 Introduction

One of the biggest computer vision problems consists in producing good intern
representations of the real world, in such way that these descriptions can allow a
machine learning system to detect and classify objects in labels [3]. The problem
still persists when faced with situations where there exist variations of luminosity
in the environment, as well as different perspectives in the image acquisition
process and problems related to rotation, translation and scale.

Traditional machine learning approaches intend to tackle the aforementioned
situation by extracting feature vectors with the purpose to feed a classifier by
means of a training set, and thereafter classify the remaining images. Thereby,
although the feature learning problem has received great attention in the last
decades, a considerable effort has been dedicated to the study of deep learning
techniques [2,5,9]. Despite the fact that there are several deep learning tech-
niques out there, one of the most widely used approaches is the Convolutional
Neural Networks (CNN) [9].These neural networks are composed of different
stages and architectures, which are responsible for learning different kinds of
information (e.g., images and signals).
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The main problem related to such deep learning techniques concerns with the
high amount of parameters used to adjust these neural networks to their best
performance. Meta-heuristic techniques are among the most used for optimiza-
tion problems, since they provide simple and elegant solutions in a wide range of
applications. Nonetheless, the reader may face just a few and very recent works
that handle the problem of CNN optimization by means of meta-heuristic tech-
niques. Fedorovici et al. [6], for instance, employed Particle Swarm Optimization
and Gravitational Search Algorithm to select parameter in CNN aiming to cope
with optical character recognition applications.

Although some swarm- and population-based optimization algorithms have
obtained very promising results in several applications, they may suffer from
a high computational burden in large-scale problems, since there is a need for
optimizing all agents at each iteration. Some years ago, Geem [7] proposed the
Harmony Search (HS) technique, which falls in the field of meta-heuristic opti-
mization techniques. However, as far as we know, Harmony Search and some of
its variants have never been applied for CNN optimization.

Therefore, the main contributions of this paper are twofold: (i) to introduce
HS and some of its variants to the context of CNN fine-tuning for handwrit-
ten digits and fingerprint recognition, as well as for image classification, and
(ii) to fill the lack of research regarding CNN parameter optimization by means
of meta-heuristic techniques. The remainder of this paper is organized as fol-
lows. Sections 2 and 3 present the Harmony Search background theory and the
methodology, respectively. Section 4 discusses the experiments and Section 5
states conclusions and future works.

2 Harmony Search

Harmony Search is a meta-heuristic algorithm inspired in the improvisation pro-
cess of music players. Musicians often improvise the pitches of their instruments
searching for a perfect state of harmony [7]. The main idea is to use the same
process adopted by musicians to create new songs to obtain a near-optimal solu-
tion according to some fitness function. Each possible solution is modeled as a
harmony, and each musical instrument corresponds to one decision variable.

Let φ = (φ1,φ2, . . . ,φN ) be a set of harmonies that compose the so-called
“Harmony Memory” (HM), such that φi ∈ �M . The HS algorithm generates
after each iteration a new harmony vector φ̂ based on memory considerations,
pitch adjustments, and randomization (music improvisation). Further, the new
harmony vector φ̂ is evaluated in order to be accepted in the harmony memory:
if φ̂ is better than the worst harmony, the latter is then replaced by the new
harmony. Roughly speaking, HS algorithm basically rules the process of creating
and evaluating new harmonies until some convergence criterion.

In regard to the memory consideration step, the idea is to model the process of
creating songs, in which the musician can use his/her memories of good musical
notes to create a new song. This process is modeled by the Harmony Memory
Considering Rate (HMCR) parameter, which is the probability of choosing one
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value from the historic values stored in the harmony memory, being (1−HMCR)
the probability of randomly choosing one feasible value1, as follows:

φ̂j =
{

φj
A with probability HMCR

θ ∈ Φj with probability (1 − HMCR),
(1)

where j ∈ {1, 2, . . . ,M}, A ∼ U(1, 2, . . . , N), and Φ = {Φ1, Φ2, . . . , ΦM} stands
for the set of feasible values for each decision variable2.

Further, every component j of the new harmony vector φ̂ is examined to
determine whether it should be pitch-adjusted or not, which is controlled by the
Pitch Adjusting Rate (PAR) variable, according to Equation 2:

φ̂j =
{

φ̂j ± ϕj� with probability PAR

φ̂j with probability (1-PAR).
(2)

The pitch adjustment is often used to improve solutions and to escape from
local optima. This mechanism concerns shifting the neighbouring values of some
decision variable in the harmony, where � is an arbitrary distance bandwidth,
and ϕj ∼ U(0, 1).

2.1 Improved Harmony Search

In the last years, several researches have attempted to develop variants based
on the original HS [1] in order to enhance its accuracy and convergence rate.
Some works have proposed different ways to dynamically set the HS parame-
ters, while others suggested new improvisation schemes. Mahdavi et al. [11], for
instance, proposed a new variant called Improved Harmony Search (IHS), which
taps a new scheme that improves the convergence rate of the Harmony Search
algorithm. In other words, the IHS algorithm differs from traditional HS as it
updates dynamically its PAR and distance bandwidth values during every new
improvisation step.

As stated before, the mainly difference between IHS and traditional HS algo-
rithm is how they adjust and update their PAR and bandwidth values. In order
to pursue this goal and to eradicate the handicaps that come up with fixed values
of PAR and �, the IHS algorithm changes their values according to the iteration
number.

2.2 Global-Best Harmony Search

Some concepts of swarm intelligence algorithms, as the ones presented in Parti-
cle Swarm Optimization (PSO) [4,8], have been used to enhance the Harmony

1 The term “feasible value” means the value that falls in the range of a given decision
variable.

2 Variable A denotes a harmony index randomly chosen from the harmony memory.
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Search algorithm in order to improve its effectiveness on either discrete and con-
tinuous problems. The so-called Global-best Harmony Search (GHS) [12] applies
this technique by modifying the pitch-adjustment step of the IHS, so that its
new harmony value is represented by the best harmony found in the Harmony
Memory. Thereby, the distance bandwidth parameter � is deserted off the impro-
visation step, so that the decision variable j of the new harmony is computed as
follows:

φ̂j = φj
best, (3)

where best stands for the index of the best harmony in the HM.

2.3 Self-Adaptive Global-Best Harmony Search

Unlikely and inspired by its predecessor (i.e., GHS), the self-adaptive Global-
best Harmony Search (SGHS) algorithm [13] applies a new improvisation method
and some fine-tuning adaptive parameter procedures. During the memory con-
sideration step, in order to avoid getting trapped at a local optimum solution,
Equation 1 is replaced as follows:

φ̂j =
{

φj
A ± ϕj� with probability HMCR

θ ∈ Φj with probability (1 − HMCR).
(4)

Since HMCR and PAR variables are dynamically updated during the iter-
ation process by recording their previous values in accordance to the gener-
ated harmonies, we assume their values are drawn from normal distributions,
i.e., HMCR ∼ N (HMCRm, 0.01) and PAR ∼ N (PARm, 0.05). The variables
HMCRm and PARm stand for the average values of HMCR and PAR, respec-
tively.

In order to well-balance the algorithm exploitation and exploration processes,
the bandwidth parameter � is computed as follows:

�(t) =
{

�max − �max−�min

T × 2t if t < T/2
�min if t ≥ T/2.

(5)

3 Methodology

3.1 Experimental Setup

In this work, we proposed the fine-tuning of CNN parameters using Har-
mony Search-based algorithms, as well as using a random initialization of the
parameters (RS). We have employed three HS variants: (i) Improved Harmony
Search [11], (ii) Global-best Harmony Search [12], and (iii) Self-adaptive Global-
best Harmony Search [13]. In order to provide a statistical analysis by means
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of Wilcoxon signed-rank test [15], we conducted a cross-validation with 10 run-
nings. Finally, we employed 15 harmonies over 250 iterations for convergence
considering all techniques. Table 1 presents the parameter configuration for each
optimization technique3.

Table 1. Parameter configuration.

Technique Parameters

HS HMCR = 0.7, PAR = 0.5, � = 0.1

IHS HMCR = 0.7, PARMIN = 0.0
PARMAX = 1.0, �MIN = 0.0

�MAX = 0.1

GHS HMCR = 0.7, PARMIN = 0.1
PARMAX = 1.0

SGHS HMCRm = 0.98, PARm = 0.9
�MIN = 0.0, �MAX = 0.1

LP = 100

3.2 Datasets

In regard to the parameter optimization experiment, we employed two datasets,
as described below:

– MNIST dataset4: it is composed of images of handwritten digits. The original
version contains a training set with 60, 000 images from digits ‘0’-‘9’, as well
as a test set with 10, 000 images5.

– CIFAR-10 dataset6: is a subset image database from the “80 million tiny
images” dataset, collected by Alex Krizhevsky, Vinod Nair, and Geoffrey
Hinton. Composed by 60, 000 32x32 colour images in 10 classes, with 6, 000
images per class. It is also divided into five training batches and one test
batch, each one containing 10, 000 images. Therefore we have 50, 000 images
for training purposes and 10, 000 for testing duties.

In regard to the source-code, we used the well-known Caffe library7 [16],
which is developed under GPGPU (General-Purpose computing on Graphics
Processor Units) platform, thus providinga more efficient implementations.

4 Experimental Results

In this section, we present the experimental results over MNIST and CIFAR-10
datasets. We employed the very same architecture proposed by Caffe8 to handle
3 Notice these values have been empirically chosen.
4 http://yann.lecun.com/exdb/mnist/
5 The images are originally available in gray-scale with resolution of 28 × 28.
6 http://www.cs.toronto.edu/∼kriz/cifar.html
7 http://caffe.berkeleyvision.org
8 http://caffe.berkeleyvision.org/gathered/examples/mnist.html

http://yann.lecun.com/exdb/mnist/
http://www.cs.toronto.edu/~kriz/cifar.html
http://caffe.berkeleyvision.org
http://caffe.berkeleyvision.org/gathered/examples/mnist.html
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(a) (b)

Fig. 1. Some training examples from (a) MNIST and (b) CIFAR-10 datasets.

MNIST dataset, which is composed of two layers with convolution and pooling
operations.

Table 2 presents the mean accuracy and the standard deviation over the
testing set using the best parameters found out by HS-based algorithms, random
search (RS) and the set of parameters employed by Caffe library itself. According
to the Wilcoxon signed-rank test, we have bolded the most accurate techniques
in Table 2. Additionally, we also show the number of calls to the CNN learning
procedure to give us an idea about the computational burden of each technique.

Table 2. Experimental results concerning MNIST dataset.

Technique Final Accuracy #calls
(test set)

Caffe 99.07%±0.03 1

RS 98.70%±0.56 1

HS 99.23%±0.04 265

IHS 99.24%±0.03 265

GHS 99.24%±0.08 265

SGHS 99.29%±0.06 265

Considering the experimental results, we can drive some conclusions here:
HS-based techniques seem to be very suitable for CNN optimization, since they
achieved better results than a simple random search algorithm. This statement is
very interesting, since most part of works employ a random search to fine-tune
CNNs. Other conclusion concerns with the HS variants, for example, IHS: it
seems to be slightly more important to update the PAR parameter dynamically
regarding to the vanilla harmony search algorithm, but is still also better to
consider the best harmony’s values when creating the new harmony memory, as
employed by GHS and SGHS.

Currently, the best error rate we have obtained was around 0.63% with SGHS
technique, being one of the best errors up to date obtained by the work of
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Wan et al. [14] (0.21%). However, their work employed a different technique of
the one applied in this paper. Thereafter, we are not concerned in improving the
top results, but to stress we can turn the results better by using meta-heuristic
techniques instead of a random search. We have shown here we can improve the
results obtained by Caffe library itself by means of a proper selection of the CNN
parameters.

In regard to “CIFAR-10 Dataset” experiments, we employed the CIFAR-
10 quick model9, which is composed of three layers with one convolution and
one pooling operation each. We bolded the most accurate techniques in Table 3
according to the Wilcoxon signed-rank test. Once again, SGHS has obtained the
top results concerning CNN fine-tuning, which can be a promising indicator of
the suitability of this technique to this context.

Table 3. Experimental results concerning CIFAR-10 dataset.

Technique Final Accuracy #calls
(test set)

Caffe 71.51%±0.77 1

RS 66.97%±1.39 1

HS 72.28%±0.37 265

IHS 71.54%±0.09 265

GHS 71.86%±0.10 265

SGHS 72.43%±0.19 265

5 Conclusions

In this paper, we dealt with the problem of CNN model selection by means
of meta-heuristic techniques, mainly the ones based on the Harmony Search.
We conducted experiments in two public datasets for CNN fine-tuning consid-
ering HS and three variants, as well a random search and the set of parameters
suggested by the open-source code we have used. The results highlighted here
allow us to conclude that HS-based techniques are a suitable approach for CNN
optimization, since they outperformed other techniques compared in this work.
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