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Abstract. An increasing number of linked datasets is published on the
Web, expressed in RDF(S)/OWL. Interlinking, matching or querying
these datasets require some knowledge about the types and properties
they contain. This work presents an approach, relying on a clustering
algorithm, which provides the types describing a dataset when this infor-
mation is incomplete or missing.
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1 Introduction

An increasing number of linked datasets is published on the Web. Understand-
ing these datasets is crucial in order to exploit them. Having some knowledge
about the content of a dataset, such as the types it contains, is crucial for users
and applications as it will enable many tasks, such as creating links between
datasets or querying them. Linked datasets are not always complete with respect
to type information. Even when they are automatically extracted from a con-
trolled source, type information can be missing: in DBpedia (extracted from
Wikipedia), 63.7 % of type information is provided [8].

Our goal is to infer the types describing an RDF(S)/OWL dataset. Our main
contribution is a deterministic and automatic approach relying on a clustering
algorithm to extract types, where several types can be assigned to an entity. Our
approach does not require any schema related information in the dataset. We
have implemented our algorithms and we present some experimental evaluation
results to demonstrate the effectiveness of the approach.

2 Type Discovery

In order to infer the types from a dataset, our approach relies on grouping entities
according to their similarity. A group of similar entities corresponds to a type
definition. The similarity between two given entities is evaluated considering
their respective sets of both incoming and outgoing properties.

Our main requirements are the following: (i) the number of types is not
known in advance, (ii) an entity can have several types, and (iii) the datasets may
contain noise. The most suitable grouping approach is density-based clustering,
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introduced by [2], because it is robust to noise, deterministic and it finds classes
of arbitrary shape. In addition, unlike the algorithms based on k-means and
k-medoid, the number of classes is not required.

Our density-based algorithm has two parameters: the maximum radius of
neighborhood ε and the minimum number of neighbors for an entity MinPts.
ε represents the minimum similarity value for two entities to be considered as
neighbors. We use Jaccard similarity to measure the closeness between two prop-
erty sets describing two entities. MinPts is the minimum number of similar
entities required to form a core [2]: an entity is not assigned to a class if it is
considered as noise, i.e. if it is neither a core itself nor the neighbor of a core.

In order to speed up the clustering process, we perform once and for all the
calculation of the nearest neighbors of each entity [4]. We store a neighborhood
matrix containing for each entity the ordered list of its neighbors. It is then
straightforward to find the nearest neighbors for an entity at a distance lower
than ε, with a linear complexity o(n) [5].

Each type is described by a profile, which is a property vector where each
property is associated to a probability. The profile corresponding to a type Ti is
denoted TPi =< (pi1, αi1), ..., (pin, αin) >, where each pij represents a property
and where each αij represents the probability for an entity of Ti to have the
property pij . The type profile represents the canonical structure of type Ti.

An important aspect of RDF(S)/OWL datasets is that an entity may have
several types [8]. We provide overlapping types by analyzing the type profiles:
intuitively, if an entity e is described by properties characterizing several types,
then these types could be assigned to e. However, the properties have different
levels of confidence, which has to be considered. Indeed, if σ represents a thresh-
old above which the probability associated to a property is considered as high,
and if all the properties p of the type Ti having a probability αi > σ are also
properties of another type Tk, then Ti is also a type for the entities in Tk.

3 Related Works

Type inference from structureless and semi-structured data has been addressed
by some works in the literature. In [10], an approximate DataGuide based on
an incremental hierarchical clustering (COBWEB) is proposed in order to group
similar nodes, i.e. the ones having the same incoming/outgoing edges. The app-
roach considers both types of edges in the same way, which could be a problem
if applied to RDF datasets as it will not differentiate between the domain and
the range of properties. The resulting classes are disjoints, and the approach is
not deterministic as it is based on COBWEB. The approach presented in [6]
uses bottom-up grouping providing a set of disjoint classes. A similarity thresh-
old has to be set, as well as the number of clusters, unlike in our approach.
In [1] standard ascending hierarchical clustering is used to build structural sum-
maries of linked data. Each instance is represented by its outgoing properties
only and the property set of a class is the union of the properties of all its enti-
ties, unlike our approach where the probability of each property is computed
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for a type. The algorithm provides disjoint classes and it is costly, in addition,
the method explores the hierarchical clustering tree to assess the best cutoff
level. SDType [8] enriches an entity by several types using inference rules, and
computes the confidence of a type for an entity. The focus of the approach is
more on the evaluation of the relevance of the inferred types rather than finding
these types. In addition, rdfs:domain, rdfs:range and rdfs:subClassOf properties
are required. The approach does not introduce new types, but considers instead
the ones already assigned to an entity in the dataset. Works in [3,7] infer types
for the DBpedia dataset only: [7] uses K-NN and [3] finds the most appropriate
type of an entity in DBpedia based on descriptions from Wikipedia and links
with WordNet and Dolce ontologies. A Statistical Schema Induction approach [9]
enriches a RDF dataset with the RDFS/OWL primitives, however the classes
must be pre-defined and expressed as rdf:type declarations.

4 Evaluation

We have used the Conference1 dataset, which exposes data for several semantic
web related conferences and workshops. We have also used a dataset extracted
from DBpedia considering the following types: Politician, SoccerPlayer, Museum,
Movie, Book and Country.

We have extracted the existing type definitions from our dataset and consid-
ered them as a gold standard. We have then run our algorithm on the dataset
without the type definitions and evaluated the precision and recall for the inferred
types. We have annotated each inferred class Ci with the most frequent type
label associated to its entities. For each type label Lj corresponding to type Tj

in the dataset and each class Ci inferred by our algorithm, such that Lj is the
label of Ci, we have evaluated the precision P (Tj , Ci) = |Tj ∩Ci|/|Ci| and recall
R(Tj , Ci) = |Tj ∩ Ci|/|Tj |. We have set ε = 0.5 and MinPts = 1 so that an
entity is considered as noise if it is completely isolated.

The resulting values of the metrics are shown in Fig. 1. For the Confer-
ence dataset, our approach gives good results and detects types which were
not declared in the dataset, annotated as follows: classes 7, 8, 9 and 10 are
labeled ‘AuthorList’, ‘PublicationPage’, ‘HomePage’ and ‘City’ respectively. In

Fig. 1. Quality evaluation on the conference (a) and DBpedia (b) datasets.

1 Conference: data.semanticweb.org/dumps/conferences/dc-2010-complete.rdf.

http://data.semanticweb.org/dumps/conferences/dc-2010-complete.rdf
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some cases, types have been inferred relying on incoming properties only. Indeed,
for containers, such as ‘AuthorList’, it is necessary to consider these properties
as they do not have any outgoing property. Classes 1 and 5 do not have a good
precision because they contain entities with different types in the dataset: class
1, annotated ‘Presentation’, corresponds to three types with the same properties
in the dataset: ‘Presentation’, ‘Tutorial’ and ‘ProgrammeCommitteeMember’.

The results for the DBpedia dataset (see Fig. 1 (b)) show that the assignment
of types to entities has achieved good precision and recall. The recall for types
‘Book’ and ‘Politician’ is not maximum because noisy instances were detected.
Entities of the two types ‘Politician’ and ‘SoccerPlayer’ have not been grouped
together despite having similar property sets, as it is shown by the corresponding
type profiles generated by our algorithm, and presented below.

– Politician: < (
→

name, 1), (
→

party, 0.73), (
→

children, 0.21), (
→

birthDate, 0.94),

(
→

nationality, 0.15), (
←

successor, 0.78), (
→

deathDate, 0.68), ...>.

– SoccerPlayer: < (
→

name, 1), (
→

height, 0.46), (
→

birthDate, 1), (
→

nationalteam,

0.86), (
←

currentMember, 0.8), (
→

surname, 0.93), (
→

deathDate, 0.06), ...>.

5 Future Works

In addition to type discovery, it is also useful to find the semantic links between
them and the labels which best capture the semantics of this cluster. One of our
perspectives is to tackle this issue, and provide a support for meaningful cluster
annotation.
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