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Abstract. The Web of Data has been introduced as a novel scheme for
imposing structured data on the Web. This renders data easily under-
standable by human beings and seamlessly processable by machines at
the same time. The recent boom in Linked Data facilitates a new stream
of data-intensive applications that leverage the knowledge available in
semantic datasets such as DBpedia and Freebase. These latter are well
known encyclopedic collections of data that can be used to feed a content-
based recommender system. In this paper we investigate how the choice
of one of the two datasets may influence the performance of a recom-
mendation engine not only in terms of precision of the results but also in
terms of their diversity and novelty. We tested four different recommen-
dation approaches exploiting both DBpedia and Freebase in the music
domain.

Keywords: Linked open data + Quality assessment + Semantic similar-
ity - Content-based recommender systems

1 Introduction

The Linked Open Data cloud has been launched in an effort to transform struc-
tured data into first class citizens in the Web thus moving it towards the so
called Web of Data. The data published as Linked Data (LD) by means of RDF
covers a wide range of knowledge, including life science, environment, indus-
try, entertainment, to name a few. The new data platform paves the way for
several fresh applications but the proliferation of LD is overshadowed by the
fact that the quality of the newly uploaded data is yet to be thoroughly ver-
ified [22] and that the selection of the dataset may heavily influence the per-
formance of an LD-based tool. Among all possible data intensive applications,
recommender systems are gaining momentum to potentially profiting from the
knowledge encoded in LD datasets. As background data is of crucial importance
to recommender systems, one should consider the suitability of a dataset when
designing a recommender system since it may depend on the type of tasks as well
as the recommendation algorithm. A reasonable combination of the underlying
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data and recommendation approach might contribute towards a great difference
in performance. This motivates us to perform an investigation on the adequacy
of a dataset when adopting a recommendation strategy. In this paper we evalu-
ate the fitness for use of LD sources to feed a pure content-based recommender
system [7] and in particular we examine the suitability of two encyclopedic data
sources namely DBpedia' and Freebase? for musical artists recommendation
tasks. As the input for the calculation we exploit similarity values computed by
four different feature-based semantic similarity metrics. The values are used to
find similarities between items and eventually to produce the final recommenda-
tion list. Our experimental evaluations are conducted by using the well-known
dataset Last.fm for musical artists recommendation®. To study the fitness for
use of the data sources to recommendation tasks, we conducted an offline eval-
uation and we analyzed three different dimensions: Accuracy, Sales Diversity,
and Novelty. Various indicators are employed to analyze the recommendations
pertaining to these characteristics.
The main contributions of the paper can be summarized as follows:

— evaluating the fitness for use of DBpedia and Freebase as input for content-
based recommendation tasks in the music domain by means of various quality
dimensions and quality indicators;

— providing an evaluation of the performance for four semantic similarity met-
rics, with regard to recommendation tasks, on the aforementioned encyclopedic
datasets.

The remainder of the paper is organized as follows. In Section 2 we summarize
the main characteristics of the semantic similarity metrics used in the evaluation
while in Section 3 our evaluation methodology is presented. The experimental
settings and their outcomes are elaborated in Section 4. Section 5 brings in an
overview of related work on recommender systems adopting LD. Finally, Section 6
sketches out future work and concludes the paper.

2 Feature-Based Semantic Similarity Measurement

Information resources in the Web of Data are semantically represented using
RDF graphs. To evaluate the similarity between two resources, characteristics
like nodes, links, and the mutual relationships are incorporated into calcula-
tion. Among others, feature-based semantic similarity metrics quantify similarity
between resources in an RDF graph as a measure of commonality and distinction
of their hallmarks. The work by Tversky in [1] sheds light on feature-based sim-
ilarity. It aims at overcoming the major disadvantages of the approaches that
compute similarity by measuring distance between points in a space. The work
suggests representing objects as a set of common and distinctive features and the
similarity of two objects is performed by matching their corresponding collections

! http://dbpedia.org
2 http://www.freebase.com/
3 http://ir.ii.uam.es/hetrec2011/datasets.html
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of features. The features of an object can be represented in one of the following
forms: binary values, nominal values, ordinal values, and cardinal values. Mea-
suring similarity using features is based on the premise that the more common
features two objects hold, the more similar they are. Bearing on this principle,
feature-based semantic similarity metrics first attempt to characterize resources
in an RDF graph as feature sets and then perform similarity calculation on them.
In the following sub-sections we briefly recall the feature-based metrics for com-
puting similarity being exploited in our evaluation. The four metrics have been
chosen as representative of the feature-based similarity class since they consider
different aspects of the underlying semantic graph for characterizing resources
and computing similarity.

GbkSim. The authors in [3] propose a solution to compute similarity by means of
a graph-based kernel. By GbkSim* an abstract walker is sent to explore the RDF
graph to a specific depth d, en route it collects nodes and edges. The features of
a resource «v are represented as a vector: @ = (Wy,, Wy, .., wy, ). Bach element of
the vector corresponds to the weight of a resource in the feature set. The weight
for resource r; is calculated as w,, = anﬂ Ym-Cprm () ey in which the coefficient
Ym is experimentally selected upon calculation; ¢ P (o) rs is the number of edges
that connect « to node r; and it is calculated as: cpm () .. = H{(ri,rj)|(rs,rj) €

P™(a)}]; P™(a) is the set of edges collected at depth m. The similarity between
two resources a and 3 is computed as the product of their corresponding feature

vectors @ = {a; }i=1, n and b = {bi}iz1, . n:

D iy @i X b;
\/Z?:1(ai)2 X \/Z?:1(bi)2

VsmSim. In [2] an approach to characterize entities and compute similarity is
introduced and evaluated. By VsmSim, two entities are supposed to be similar
if: (i) There exist direct links between them; (ii) They point to the same object
with the same property; (iii) They are pointed by the same subject with the
same property. The features of a movie a corresponding to property p are the
nodes connected to a through p and represented using the Vector Space Model:
Ay = (Wry ps Wiy ps ooy Wr,, p); in which w,, ,, is the weight of movie r; wrt. property
p, it is computed as the tf-idf value of the movie: wy, , = fn,,p*log(%); where

fr,p is the number of occurrence of movie r;; M is the number of movies in the
collection; a,, , is the number of movies pointing to a,, via p. The similarity
related to p is obtained by calculating the cosine similarity of the vectors a_;, =

_
{ai,p}izl,..,n and bp = {bi,p}izl,..,ni

GbkSim(a, B) =

(1)

n
D i Gip X bip

Vo (@i X (big)?

4 For a clear presentation, in the scope of this paper we assign a name for the metrics
that have not been named originally.

VsmSimp(a, B)
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Given a set P of properties, the final similarity value can be computed as the
(weighted) mean of the values computed for each property p

VsmSim(a, 3) = 2 pep %VT;Simp(a, f) @

with w,, being weights computed via a genetic algorithm.

FuzzySim. In an attempt to incorporate the human judgment of similarity, a
similarity metric, FuzzySim is presented in [4]. Properties are considered as fea-
tures and intuitively classified into groups in descending order according to their
level of importance (g1, g2, -, gn). The similarity value between two resources «

and 3 on group g; is defined as: S;(«, 8) = f}(?of)j) ; where f;(a, () is the set of fea-

tures pertaining to property group g; that a and 8 have in common; f;(«) is the
set of features of a wrt. g;. The membership degree of the similarity value corre-
sponding to g; is: u(S;) = (S;)*"":): where 7(g;,c) is the ratio of the number
of properties for set g; wrt. the total number of properties. The weight ¢;(m) for

- —
the j'" element of the property set is given by: ¢;(m) = \/Zfﬂl AL \/E{ml Tk

=1 Mk k=1 M
in which m = (u(b1), u(b1), .., u(by,)) is the ascending sorted membership vector
of (51,852,..,S5,). The similarity between « and 8 is computed by means of a
fuzzy function:

FuzzySim(a, 8) = aggr(S1, Sa, ..., Sp) = Z bj.;(m) (3)
j=1

Jaccard. For comparison, we use the Jaccard’s index to compute similarity
between feature sets. The features of a resource are modeled as a set of nodes in
its surroundings. For two resources o and (3, two abstract walkers are deployed
to traverse the graph at a specific depth to acquire features. At each depth, a
walker collects nodes, after visiting depth d, the walkers return the set of nodes
Ny(a) and Ng4(B). The metric calculates the similarity between two resources
using the Jaccard’s index:

_ [Na(@) A Na(B)]

Jaccard(Oh 5) = |Nd(0é) U Nd(ﬂ)|

(4)

3 Assessment Methodology

Data extracted from LD might be suitable for certain purposes but not for every
purpose [22]. The quality of a piece of data is heavily dependent on the usage
as well as the tasks performed on it [23]. For measuring the fitness for use of a
dataset, a set of quality dimensions needs to be identified [23]. Scoring functions
can be used to calculate an assessment score from the related quality indicators
as a gauge of how well suitable the data for a particular purpose is. In the scope
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Table 1. Formulas used to evaluate the quality of recommendations. rely is 1 if the
k-th item in the list is relevant for the user u, otherwise it is 0. test(u) represents the
set of relevant items in the test set for the user u. Since the rating scale in the Last.fm
dataset is from 1 to 5, we consider the ratings 4 and 5 as relevant. [ is the whole item
set; TopN(u) is the set of the N items recommended to u; rec(i) represents the number
of users who received the recommendation of the item i; total is the overall number
of recommendations across all users. To compute the Gini coefficient, set I must be
indexed in ascending order wrt. the number of recommendations (rec(i)).

Accuracy Sales Diversity Novelty
TopN
coverage = 7[U"“GU opNTW)T

N f 1]

P@N(u) = 72’“:1{,“3 k .
entropy = — 3 rec()Y 1, (rec) | o . _ 24i€ Long-tail m¢c(1)
N Py = i€I \ Fotal total ° = total
SN | el

RQ@N (u) = =

Ttest(w)]

o= () (580

of this paper, we work with a specific use case, LD for the music domain used
as input for recommendation tasks. Recommender systems are built to suggest
things that are of interest to a user, e.g. books, movies, songs [2]. To be able
to provide users with meaningful recommendations, recommender systems may
enrich their background data by exploiting external sources. In this sense, the
quality of the input data plays a key role in producing adequate recommenda-
tions. As seen in Section 5, most of the approaches to recommendation built
on top of LD datasets exploits DBpedia. To our knowledge, an analysis on the
influence of the underlying dataset for the quality of recommendation results
has not been performed yet. Having this observation in mind, we compared
recommendation results by using two of the richest encyclopedic LD sources.
Data retrieved from both DBpedia and Freebase® is then used for computing
similarity between resources employing the aforementioned similarity metrics.
Afterwards, the computed similarity values are fed into a content-based recom-
mender system to produce the final recommendations. For judging data quality,
we take into account the quality dimensions of Accuracy, Sales Diversity, and
Novelty in a top-N recommendation task. Recently, accuracy has been recog-
nized to be not sufficient to evaluate a recommender system. Sales Diversity
represents an important quality dimension for both business and user perspec-
tive, since improving the coverage of the items catalog and of the distributions
of the items across the users may increase the sales and the user satisfaction [21].
Novelty measures the ability of the system to foster discovery in the recommen-
dation workflow [25]. The formulas used to evaluate the quality dimensions are
formally described in Table 1 and more discursively below.

(i) Considering only the top N results, for measuring Accuracy we use precision
PQN (the fraction of the top-N recommended items being relevant to the
user u) and recall RQN (the fraction of relevant items from the test set
appearing in the N predicted items).

5 We used the RDF version Freebase released as baseKB available at http://basekb.
com/.
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(ii) To measure Sales Diversity, we consider catalog coverage [19] (the percent-
age of items in the catalog that have ever been recommended to users),
and Entropy and Gini coefficient [20,21] (for the distribution of recom-
mended items). The latter are useful to analyze the concentration degree of
items across the recommendations. The scale for Gini coefficient is reversed,
thereby forcing small values to represent low distributional equity and large
values to represent higher equity.

(iii) One metric is chosen to measure the Novelty of the recommendations: the
percentage of long-tail items among the recommendations across all users
[20], considering the 80 percent of less rated items in the training set as
Long-tail items.

For our experiments, we re-used the setup adopted in [6]. Specifically, we have
implemented a content-based recommender system using a k-nearest neighbors
algorithm. It selects the k most similar entities [, called neighbors, to a given
item « using a similarity function sim(c, ). The score P for a given user-
item pair (u,«) is computed using a weighted sum, where the weights are the
similarities between the items. The formula takes into account the neighbors of
a belonging to the user profile profile(u) and the relative scores r(u, 3) assigned
by the user u.

nei ors(a TOieuSimO(,ﬂ-'ru7ﬁ
P(u,a):zﬂe ghbors(a)Nprofile(u) ( ) -r( )

Z,@Gneighbors(a)ﬁprofile(u) Sim(a7 5)

The function sim(a, ) was computed using the similarity metrics shown in
the previous section and k was fixed at 20. We selected the well-known dataset
Last.fm hetrec-2011. In order to compare the two LD datasets in an ordinary
situation, we downsized the number of artists and bands to the 1000 most pop-
ular ones and, after that reduction, we removed the cold users, i.e. those having
the number of ratings below the average of all users. The reason behind this
choice was to reduce as much as possible the well known negative effect on the
computation of the recommendation list due to users with a low number of rat-
ings. After that, we used the holdout method to split the dataset into training
set and test set. We built the training set by using, for each user, the first 80%
of the her ratings and the remaining 20% to build the test set. Therefore, the
first 80% of the ratings of each user represents her profile. One of our mapping
datasets® was utilized to associate each item with its counterpart in DBpedia [24].
By using owl:sameAs links we were then able to retrieve Freebase mappings
from the DBpedia ones.

4 Experimental Results

Feature sets are a prerequisite in similarity calculation for feature-based similar-
ity metrics. It is, therefore, necessary to build a set of features for each resource.

5 http://sisinflab.poliba.it /semanticweb/lod /recsys/datasets/
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Table 2. The set of properties used for collecting feature sets from DBpedia.

Inbound

Outbound

rdf:type

owl:sameAs

dbo:instrument

dbo:writer

dcterms:subject
dbo:associatedBand
dbo:associatedMusical Artist
dbo:background

dbo:genre

dbo:associatedAct
dbo:influenced
dbo:influencedBy
dbo:bandMember

dbo:formerBandMember

dbo:currentMember
dbo:pastMember
dbo:occupation
dbo:birthPlace

dbo:previousWork
dbo:subsequent Work
dbo:knownFor
dbo:award
dbo:album
dbo:notableWork
dbo:last Appearance
dbo:basedOn
dbo:starring
dbo:series
dbo:openingFilm

dbo:producer

dbo:artist

dbo:writer
dbo:associatedBand
dbo:associatedMusical Artist
dbo:musical Artist
dbo:musicalBand
dbo:musicComposer
dbo:bandMember
dbo:formerBandMember
dbo:starring

dbo:related dbo:composer

In an LD setting, building the the set of features goes through the selection of
a set of RDF properties considered as relevant for the domain. For DBpedia, the
top 20% most popular properties of the DBpedia ontology used in the musical
domain apart from dbo:wikiPageWikiLink have been chosen, plus owl: sameAs,
rdf:type and the dcterms:subject property that connects resources to cate-
gories. Table 2 shows the selected list of properties. Similarly, for Freebase we
selected the set of 20% most popular properties connecting to resources whose
type is either basekb:music.musical_group’ or basekb:music.artist®. This
results in 288 outgoing and 220 incoming properties. The set of properties is not
listed here due to space limitations. An RDF graph consists of a huge number of
edges and nodes, spreading out on numerous layers of predicates. It is certainly
impractical to address all nodes and edges in it. Therefore, we collected a set
of features by expanding the graph using the selected set of properties up to a
limited depth. Considering a pair of resources that are involved in the similarity
calculation, a neighborhood graph was built by expanding from each resource
using the selected set of properties. For each resource, depending on the type of
experiments, features can be collected in one or two levels of edges. Furthermore,
also depending on the purpose of measurement, an extension can either be done
using only outbound edges or using both inbound and outbound edges.

In order to investigate the effect of the selection of feature sets on the outcome,
we carried out experiments using independent settings. First, we considered differ-
ent levels of depth and then in each setting, the selection of properties for collecting
a set of features. Two independent similarity calculations have been performed:
similarity computed with one-hop features and similarity computed with two-hop
features. The experimental results are clarified in the following sub-sections.

One-hop Features. Experiments were conducted in accordance with two sep-
arate configurations:

Configuration 1. Both inbound and outbound properties are used to build the
set of features of a resource.

" http://rdf.basekb.com/ns/music.musical_group
8 http://rdf.basekb.com/ns/music.artist
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Table 3. Comparison of results for the four algorithms with Top-10, Top-20, Top-
30 between DBpedia and Freebase using both inbound and outbound properties. The
name in a cell indicates the dataset that obtains the best result. With largest Top-N the
differences between DBpedia and Freebase are similar to the Top-30 results, therefore
they are omitted due to space limitations.

Precision| Recall [Coverage |Entropy| Gini [%Long-tail
Top-10| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
GbkSim [Top-20| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
Top-30| Freebase [Freebase| Freebase DBpedia | DBpedia DBpedia
Top-10| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
VsmSim [Top-20| Freebase | DBpedia | DBpedia DBpedia | DBpedia DBpedia
Top-30| Freebase | DBpedia | DBpedia DBpedia | DBpedia DBpedia
Top-10| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
FuzzySim |[Top-20| Freebase [Freebase| Freebase DBpedia | DBpedia DBpedia
Top-30| Freebase |[Freebase| Freebase DBpedia DBpedia DBpedia
Top-10| Freebase [Freebase| Freebase Freebase |Freebase DBpedia
Jaccard Top-20| Freebase [Freebase| Freebase Freebase | DBpedia DBpedia
Top-30| Freebase [Freebase| Freebase Freebase |Freebase DBpedia
GbkSim
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0.005 0.005
0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.005 0.010 0.015 0.020 0.025 0.030 0.035
Recall Recall

(b)

Fig.1. Recommedation using similarity values computed on one-hop fea-
tures: Precision - Recall curves obtained by varying the length of the recommenda-
tions list from 1 to 50, with 20 neighbors. Inbound and outbound links are used in
combination.

Accuracy. Figure 1 shows the precision and recall values for all metrics. Gen-
erally, recommendations computed using data extracted from Freebase have a
better precision-recall balance and higher recall values. This holds for all simi-
larity metrics except for VsmSim. Using the latter, generally there is an overlap
among the values, but still Freebase helps achieve the highest recall values.
Table 3 displays the quality indicators for all the metrics on both datasets
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Fig. 2. Recommedation using similarity values computed on one-hop fea-
tures: Precision - Recall curves obtained by varying the length of the recommendations
list from 1 to 50, with 20 neighbors. Only outbound links are used.

considering Top-10, Top-20 and Top-30. Those results demonstrate that
Freebase dataset brings the highest accuracy for all the similarity metrics,
except for VsmSim as mentioned before. However, the differences between the
two datasets often have a marginal significance, whereas the charts in Figure 1
show a more complete and general view in term of accuracy.

Sales Diversity. As shown in Table 3, using Freebase data always produces
better coverage. In terms of distribution (Entropy and Gini), generally using
data from DBpedia obtains better values compared to Freebase. However, those
results are not easily comparable because the DBpedia coverage values are too
low. By recommending very few items, it is much more likely to obtain a good
distribution; whereas, by recommending more items, many of these may be sug-
gested few times (even just once). This is confirmed by the fact that the entropy
values are closer than the Gini values between DBpedia and Freebase, con-
sidering that Gini index is more sensible to the inequality and Entropy to the
distribution among the recommendations.

Novelty. In terms of percentage of long-tail items, DBpedia contributes to a
better novelty compared to Freebase in almost every configuration. This means
that using DBpedia tends to suggest a smaller subset of items, but these do not
necessarily belong to the most popular ones. In contrast, Freebase can help
cover more items but generally with a slightly larger popularity bias.
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Configuration 2. Only outbound properties are used to build the set of features
of a resource.

Figure 2 shows the accuracy obtained by the recommendations computed using
similarity results in this setting. A noteworthy observation is that, for all similar-
ity metrics, the accuracy of the recommendations calculated by using data from
DBpedia is analogous to the accuracy obtained by using data from Freebase.
We also observed the same trend for all metrics by other quality dimensions
(Sales Diversity and Novelty). Thus, the corresponding quality indicators are
not depicted due to space limitations. Compared with Configuration 1, we come
to the conclusion that the utilization of both inbound and outbound properties
for computing semantic similarity contributes towards an improvement in the
recommendation results.

Table 4. Comparison of results for the four algorithms with Top-10, Top-20, Top-30
between DBpedia and Freebase with exploration up to two hops using both inbound
and outbound properties. The name in a cell indicates the dataset that obtains the
best result.

Precision| Recall [Coverage|Entropy| Gini |Z%Long-tail

Top-10| Freebase |[Freebase| Freebase Freebase | DBpedia DBpedia

GbkSim [Top-20| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
Top-30| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia

Top-10| DBpedia | DBpedia | Freebase | Freebase |Freebase DBpedia

VsmSim [Top-20| DBpedia | DBpedia | Freebase DBpedia | DBpedia DBpedia
Top-30 DBpedia DBpedia Freebase Freebase | DBpedia DBpedia

Top-10| Freebase [Freebase| Freebase Freebase | DBpedia DBpedia

FuzzySim [Top-20| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
Top-30| Freebase [Freebase| Freebase Freebase | DBpedia DBpedia

Top-10| Freebase [Freebase| Freebase DBpedia DBpedia Freebase

Jaccard [Top-20| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia
Top-30| Freebase |Freebase| Freebase DBpedia | DBpedia DBpedia

Two-hop Features. We studied the influence of exploration depth for collecting
features over the recommendation outcomes. Hence, the same experimental pro-
cedures were replicated with depth d = 2 and the results obtained are as follows:

Configuration 1.Both inbound and outbound properties are used

The accuracy values for all metrics using 2 hops are depicted in Figure 3.
Similar to the experiments performed using one-hop features, we witnessed the
same pattern of the quality indicators for this experimental setting. Using the
Freebase dataset to produce recommendations yields a better precision-recall
balance as well as higher recall values. For both VsmSim and Jaccard, similarity
values on the DBpedia dataset help produce the best recommendations in terms
of accuracy; meanwhile similarity values computed by Jaccard on the Freebase
dataset contribute to a better precision-recall balance. Considering Top-10, Top-
20 and Top-30, the corresponding quality indicators for all the metrics are shown
in Table 4. Once again, apart from VsmSim, recommendation with the Freebase
dataset using other similarity metrics still brings the highest accuracy.

Configuration 2.0nly outbound properties are used

For this experimental setting, by all metrics we also obtained comparable
results using similarity values calculated from Configuration 2 for one-hop fea-
tures. Figure 4 depicts the precision-recall balance for all similarity metrics. The
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Fig. 3. Recommedation using similarity values computed on two-hop fea-
tures: Precision - Recall curves obtained by varying the length of the recommenda-
tions list from 1 to 50, with 20 neighbors. Inbound and outbound links are used in
combination.

results obtained using DBpedia show no substantial difference compared to the
results with considering also inbound properties. While the results for Freebase
show an overall strong decrease both in terms of precision-recall balance and
recall values, demonstrating that the inbound properties in Freebase dataset
play an important role, as already seen for one-hop configuration. This decrease
is particularly evident using GbkSim and Jaccard.

It can be seen that, the outcomes of the recommendations on two-hop features
confirm the experimental results for recommendation using one-hop features.
Comparison between using One-hop and Two-hop Features. We car-
ried out a comparative analysis between using one-hop and two-hop features.
As a matter of fact, the exploration of the graph comes at a price and sometime
it might not be necessary. Using DBpedia with inbound and outbound proper-
ties, there are no relevant differences expanding the features up to two hops.
Considering Figures 1 and 3, with respect to Freebase with inbound and out-
bound properties, GbkSim metric with two-hop features obtains better results in
terms of precision with respect to one-hop configuration. In terms of recall, using
the Jaccard metric with two-hop features obtains better results with respect
to one-hop configuration. Conversely, the recall values using VsmSim decrease
with two-hop instead one-hop features. There are no substantial differences in
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Fig. 4. Recommedation using similarity values computed on two-hop fea-
tures: Precision - Recall curves obtained by varying the length of the recommendations
list from 1 to 50, with 20 neighbors. Only outbound links are used.

the case of FuzzySim. Table 5 shows the gains and losses obtained expanding
the features up to two hops with Top-10, Top-20 and Top-30, confirming what
has been said so far. Considering the Sales Diversity measure, using DBpedia
we obtain better results with two-hop features using all the similarity metrics.
Using Freebase gains better results with two-hop features using Jaccard and
VsmSim. However, Freebase always overcomes DBpedia. It is worth noticing
that the recommendation distribution (Entropy and Gini measures) achieves
substantial improvements with two-hop features for each configuration. Instead,
when only outbound properties are used, the performances by utilizing DBpedia
are slightly lower expanding the features up to two hops, especially in terms
of precision with VsmSim and FuzzySim. With respect to Freebase, the recall
decreases especially with GbkSim and FuzzySim. The adoption of Freebase
instead of DBpedia shows its benefits when used in conjunction with GbkSim,
when two-hop features are considered. The other similarity metrics — even though
they are relatively simple — do not exhibit that considerable improvements to
justify the increased computational effort needed to further explore the semantic
graph of one more hop.



Content-Based Recommendations via DBpedia and Freebase 617

Table 5. Gains and losses obtained using two-hop features respect to one-hop ones
using both inbound and outbound properties. The symbol + indicates a gain, — a loss
while ~ a negligible variation.
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4.1 Discussion

In this section we discuss the general trends emerging from Table 3, 4 and 5.

By looking at Table 3 and Table 4, an interesting question arises: why
Freebase seems to facilitate better accuracy and catalog coverage while DBpedia
helps obtain superior novelty and aggregate diversity®?

As for accuracy, we assume that in Freebase, at least for our target domain,
items considered as similar by users are actually connected by relevant proper-
ties with each other. This reflects the strong crowd-sourced nature of Freebase
and also means that, in this case, Freebase is richer than DBpedia in terms
of encoded knowledge. Both data sources are derived from Wikipedia, how-
ever Freebase can be flexibly edited by user communities who utilize numerous
sources for encoding metadata. Thus, each Freebase topic consists of an expan-
sion of the original Wikipedia topic, which is not the case in DBpedia. Especially
for domains being managed by Google, Freebase has a higher topic coverage
than DBpedia [26]. Moreover, the social nature of Freebase also implies that
items resulting popular among the users are also “popular” in the underlying
graph. This means that they are richer in terms of related data and are more
connected to other entities. This also explains both the higher value of precision
and recall and the lower values of novelty when using Freebase. Indeed, on the
one side we know that computing recommendations based on items popular-
ity results in good predictions for the end users [5]; on the other side, as with
Freebase we concentrate more on popular items we have lower results when
evaluating novelty (long-tail) compared to DBpedia. Regarding the differences
between Coverage and aggregate diversity (Entropy and Gini index) a possi-
ble explanation is due to the very low values of catalog coverage when using

9 A further and more detailed investigation is needed for VsmSim.
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DBpedia. Since there are less recommended items from the catalog, they have a
higher probability to be better distributed across the users.

The results summarized in Table 5 show other interesting trends when explor-
ing the underlying graph to compute recommendation. We see that values for
novelty tend to decrease when we move from a one-hop to a two-hop exploration
while this is not the case for catalog coverage and aggregate diversity. Possible
explanations for these behaviors are: (i) popular items get more connected when
exploring the graph thus obtaining better similarity results. This justifies the
novelty decrease; (ii) the increasing in the number of connections also reflects in
the selection of more items (better coverage) even if the new items are selected
mostly among the popular ones; (iii) finally, as we have better similarity values
due to better overlaps among items descriptions, we gain in aggregate diversity
as a better similarity values means a better chance to be recommended.

5 Related Work

To the best of our knowledge, none of the existing work has conducted a com-
prehensive evaluation on the fitness for use of datasets in combination with
different recommendation strategies. Some studies partly address the issue in
different settings. In this section we review the most notable work on this topic.

Leveraging LD sources like DBpedia for recommendation tasks appears to be
highly beneficial as demonstrated by numerous applications. One of the first
approaches that exploits Linked Data for building recommender systems is [9)].
The authors of [8] present a knowledge-based framework leveraging DBpedia
for computing cross-domain recommendations. A graph-based recommendation
approach utilizing model- and memory-based link prediction methods is pre-
sented in [10]. LD datasets are exploited in [11] for personalized exploratory search
using a spreading activation method for finding semantic relatedness between
items belonging to different domains. For recommending movies, a content-based
system exploiting data extracted from DBpedia has been proposed in [2] based
on the adaptation of Vector Space Model to semantic networks. In [24] a hybrid
algorithm - named Sprank - is proposed to compute top-N item recommenda-
tions from implicit feedback. Path-based features are extracted from DBpedia to
detect subtle relationships among items in semantic graphs. Afterwards, recom-
mendations are produced by incorporating ontological knowledge with collabo-
rative user preferences. The proposed algorithm gains good accuracy, especially
in conditions of higher data sparseness. A work that can be considered as a base
for our paper is [6]. Two semantic similarity metrics, SimRank and Personal-
1zed PageRank are used to compute similarity between resources in RDF graphs.
There, exploiting semantic similarity in producing input for a content-based
recommender system has proven to bring benefits. A full SPARQL-based recom-
mendation engine named RecSPARQL is presented in [12]. The proposed tool
extends the syntax and semantics of SPARQL to enable a generic and flexible way
for collaborative filtering and content-based recommendations over arbitrary RDF
graphs. The authors of [13] propose an approach for topic suggestions based on
some proximity measures defined on the top of the DBpedia graph.
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In [14] the authors present an event recommendation system based on LD
and user diversity. A semantic-aware extension of the SVD++ model, named
SemanticSVD++, is presented in [15]. It incorporates semantic categories of
items into the model. The model is able also to consider the evolution over time
of user’s preferences. In [16] the authors improve their previous work for dealing
with cold-start items by introducing a vertex kernel for getting knowledge about
the unrated semantic categories starting from those categories which are known.
Another interesting direction about the usage of LD for content-based RSs is
explored in [17] where the authors present Contextual eVSM, a content-based
context-aware recommendation framework that adopts a semantic representation
based on distributional models and entity linking techniques. In particular entity
linking is used to detect entities in free text and map them to LD.

Finally, in [18] the authors propose the usage of recommendation techniques
for providing personalized access to LD. The proposed method is a user-user col-
laborative filtering recommender wherein the similarity between the users takes
into account the commonalities and informativeness of the resources instead of
treating resources as plain identifiers.

6 Conclusion

In this paper we analyze the fitness for use of two LD encyclopedic datasets,
namely DBpedia and Freebase, to cope with recommendation tasks in the
music domain. Similarity values computed on data retrieved from DBpedia and
Freebase were used to feed a content-based recommender system to produce rec-
ommendation lists. To further study the influence of the selection of features on
the recommendations, we performed experiments using (i) four different feature-
based similarity values, (ii) two levels of depth in the graph exploration and (iii)
different property sets for gathering features from RDF graphs. We executed a
series of experiments on the Last.fm dataset thus comparing the recommenda-
tion results measuring their performances in terms of accuracy, catalog cover-
age, distribution and novelty. For most of the experimental settings, we saw that
exploiting Freebase obtains better accuracy and catalog coverage. Whereas, the
dataset from DBpedia generally fosters the novelty of recommendations. Regard-
ing the distribution, at first glance using the DBpedia dataset appears to perform
better, but a careful analysis shows that the results are somehow comparable.
For all settings, the selection of both inbound and outbound links for comput-
ing similarity makes a difference to the overall performance. Indeed, it is worth
noticing that considering links as undirected has a positive impact in the per-
formance of the recommendation engine. We also saw that Freebase obtains
improvements using GbkSim expanding the features up to two hops. Although
Freebase will be retired at the end of June 2015 as a standalone project, all its
data will flow into the Wikidata project thus becoming its stable nucleus. Hence,
we are confident that the results presented in this paper will be useful also in the
light of a comparison with the upcoming edition of Wikidata. In conclusion, we
confirm that encyclopedic LD datasets are an interesting source of data to build



620 P.T. Nguyen et al.

content-based recommender systems, but the choice of the right dataset might
affect the performance of the system with regards to some evaluation dimensions
such as accuracy, novelty and diversity of results.
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