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Abstract. In this paper, we propose a novel machine learning based method to  
categorize unlabeled fetal ultrasound images. The proposed method guides the 
learning of a Random Forests classifier to extract features from regions inside the 
images where meaningful structures exist. The new method utilizes a translation 
and orientation invariant feature which captures the appearance of a region at mul-
tiple spatial resolutions. Evaluated on a large real world clinical dataset (~30K im-
ages from a hospital database), our method showed very promising categorization 
accuracy (accuracytop1 is 75% while accuracytop2 is 91%).  
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Normalized Cross Correlation. 

1 Introduction 

Image categorization is a well-known open-research problem in computer vision for 
which many solutions have been proposed [1-3]. In medical image applications, im-
age categorization is relatively under-investigated but nevertheless important. The 
volume of digital images acquired in the healthcare sector for screening, diagnosis or 
therapy is very large and increasing steadily.  

Ultrasound based fetal anomaly screening is usually performed at 18 to 22 weeks 
of gestation. Several images of fetal structures are acquired following a standardized 
protocol. This screening scan aims to determine whether the fetus is developing nor-
mally by assessing several ultrasound images of different fetal structures. The number 
of different structures that are imaged and acquired in a complete scan varies, for 
example, the UK NHS Fetal Anomaly Screening Programme (FASP) recommends 21 
views to be assessed and at least 9 images to be stored. The number of individual 
women undergoing a scan is often of the order of several thousands per department 
per annum. Most clinical departments save these scans to an archive system without 
any labeling of these images. This means it is not possible to recall images of body 
parts conveniently for later review or measurement nor to compare scans of the same 
fetus over time, or conduct automatic measurement post-acquisition. 

Manual categorization is of course theoretically possible. However, it is expensive as 
it requires a good level of expertise alongside being tedious and time consuming. In this 
paper, we propose a method to automatically categorize fetal ultrasound images from 
anomaly scans. The new method is built on a machine learning classifier (Random  
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Forests RF) in which we propose novel ideas to guide the classifier to focus on re-
gions of interest (ROI). Although there are a number of methods which have been 
proposed to address different medical image categorization problems [4-6], very little 
research has been done in fetal ultrasound image categorization [4, 7, 8]. This may in 
part be explained because fetal ultrasound image categorization has unique challenges 
- the quality and appearance of the images vary for a number of reasons including 
variation of fetal position, sonographer experience, and maternal factors all affect the 
appearance of images. In addition, one fetal ultrasound image can contain one or more 
fetal and non-fetal structures. This implies that general classification methods applied 
to a whole image to output single-class fail to achieve this task robustly. Here we 
instead propose to restrict classification to candidate regions of interest. 

The most closely related work to ours is [4] in which the authors proposed a machine 
learning method based on Probabilistic Boosting Tree (PBT) to automatically detect and 
measure anatomical structures in fetal ultrasound images. The method learns a PBT from 
coarse to fine resolution using Haar features to output object location. In our work, we 
also use a family of Haar features but ours are generalizable and allow capturing not only 
local but global appearance. In addition, the ultimate goal of [4] was to perform meas-
urements on the detected object. Our goal is the more general goal of categorizing images 
by their content. Moreover, we evaluate our method on a much larger dataset (30K vs 
5K). Finally, we base our solution on a RF classifier which has proven to outperform 
many state-of-the-art learners including boosting methods [9].  

2 Guided Random Forests 

In general, the proposed method first extracts novel features from 2D fetal ultrasound 
images to build a RF classifier which learns the anatomy within any image. The clas-
sifier learns eight classes which represent seven anatomical views 1) head in the trans-
ventricular plane (Head TV), 2) head in the trans-cerebellar plane (Head TC), 3)  
4-chamber view of the heart (cardio), 4) face (a coronal view of the lips), 5) abdomen 
(at the level where the abdominal circumference is measured), 6) femur (for the 
measurement of femur length), 7) spine and 8) a category called  “Others” which 
may contain many other fetal structures e.g., limbs, kidneys, cord insertion, etc. 

Learning is guided because the proposed features are extracted from regions where 
structures of interest exist. This helps avoid misleading anatomy within these images. 
We propose a method to build the features computed on these regions in a translation, 
orientation, and scaling invariant fashion that is key to make our proposed learning 
algorithm robust. 

2.1 Localizing Object of Interests 

The main objective in this method is to automatically localize a single object of inter-
est. The proposed RF method samples features from within discriminative regions 
instead of looking blindly everywhere across the images. As noted earlier, this is im-
portant in ultrasound where there can be distracting regions of similar appearance. To 
achieve this we have built several multi-resolution and multi-orientation geometric 
templates which capture the geometric appearance of the main structures we are inter-
ested in classifying.  
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2.3 Training and Testing 

Before training and testing, all images are resized to the same pixel spacing to simpli-
fy correspondence between appearance features. We have developed a classifier based 
on RF which learns a fetal image category from a set of fetal ultrasound anomaly 

images. Training is performed on a set of images ƪ={I1, ..IN} such that  is the total 

number of images and their class labels L={L1, ..LN} such that the ith training example 
is parameterized by {Ii, {f1, f2, … fF}, Li} where f is a feature from the feature pool of 
size F. The classifier learns the best combination of the features described in Section 
2.2 to build a set of trees. Each tree node is created out of the best feature/threshold 
from a set of randomly sampled features from the feature pool. Once the best feature 
and threshold are found for a tree node, the list of training examples branch left and 
right and the training proceeds recursively on each subtree. A leaf node is created if 
the maximum tree depth is reached or if the number of training examples of a node is 
small. The set of training images reaching a leaf is used to create a distribution which 
can be used to classify unseen images during testing.  

3 Experiments 

3.1 Dataset 

29858 2D fetal ultrasound images from 2256 routine anomaly scans undertaken in the 
12 months of 2013 between 18 weeks + 0 days to 22 weeks + 6 days were used from 
a hospital database. These scans were acquired by 22 different sonographers so there 
is large (but typical) variation in image quality, machine settings, and zoom aspects. 
All images were manually categorized by 14 qualified sonographers. No attempt was 
made to reject or remove any scans from the dataset as we intended to evaluate our 
method on a real-world dataset. This means the reported results show potential per-
formance in real world deployment. The dataset contained fetal head (TV and TC), 
abdomen, femur, spine, face, cardio, and several other categories as specified in the 
standard screening protocol in the hospital. Scans were acquired on a GE Voluson E8 
machines (GE Healthcare, Milwaukee USA). All images were anonymized before 
analysis, and their use underwent institutional board approval. 

3.2 Evaluation Protocol and Metrics 

The accuracy of the template matching was visually assessed, see supplementary 
material. We investigated the effect of the new proposed features by comparing the 
guided RF with a traditional RF using standard generalized Haar wavelets used in 
many medical image applications including [11-16]. These features compute the dif-
ference of mean intensity of two random blocks. The whole image was considered 
when sampling features and the center of the image used as a reference point for those 
features. In addition, we investigated the categories that found confusing to gain fur-
ther understanding of the algorithm performance.  



692 M. Yaqub et al. 

We have performed 10-fold cross validation and we have selected RF parameters 
experimentally. These were then fixed in all reported experiments. Maximum tree 
depths of 18 and 30 trees were trained. RF produces probabilities during testing. An 
image is correctly classified (defined by the true positives TP), if its class has the 
maximum probability among all other class probabilities. We report the accuracy of a 
method as (acc = TP / ). However, due to the complexity of fetal images and the 
occurrence of multiple structures in many images, we also report acctop2 = TPtop2 /  
(as used in many machine learning imaging papers e.g., [17, 18]). An image is con-
sidered in TPtop2 if its class is within the top 2 probabilities of the algorithm. Finally, 
all experiments were implemented in Matlab and all RF methods were trained and 
tested in a parallel manner to achieve fast implementation. Given an unseen image, 
Guided RF categorizes it in approximately 0.32sec on a high end workstation with 20 
processor units. 

4 Results 

Fig. 2 shows visual results of localization of objects of interest where boxes are drawn 
around the matched regions for the different templates. Only the best-matched tem-
plates are shown. Each color represents a different template type as described in  
Section 2.1 and the width of the box border signifies the strength of the template re-
sponse. Further typical results can be found in the supplementary material. The over-
all accuracy of the traditional RF method was 65% while Guided RF achieved 75% 
accuracy. A detailed comparison on the different classes is shown in Fig. 4 (a). Fig. 4 
(b) shows the accuracytop2 result for both the traditional RF and the Guided RF. Guid-
ed RF increased to 91% accuracy when considering the top 2 probabilities from RF 
output while traditional RF increased to 79% accuracy. Finally, Fig. 5 shows the cate-
gory confusion plot which presents the different categories in descending order with 
respect to how often images get classified in. Note that the most common error is for 
one of the eight classes to be mis-classified as “Others” as opposed to being confused 
with another named fetal class. 
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Fig. 4. Accuracy of the proposed method on the different image categories.  
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Fig. 5. Category Confusion 
Plot. From the 8 categories, 
this figure shows the mislead-
ing categories in descending 
order for the top1 categoriza-
tion. Confusing categorizes is 
also shown for Top2. For 
instance, when a “Head TV” 
gets categorized as “Others” 
then the “Others” gets one 
more confusing case. 

5 Discussion and Future Work 

We have presented a new machine learning solution based on RF to categorize fetal 
ultrasound images. We showed how the RF classifier can be guided to provide good 
classification via guided sampling of features from ROIs. We first presented a method 
to detect ROIs using template matching to allow the classifier to learn from these 
regions and ignore misleading regions. We also presented a new feature type which 
captures a region within an image such that this feature is translation and orientation 
invariant. This type of feature proved to be important in our application because the 
position and orientation of fetal structures depends on the location of the fetus in the 
womb which is highly variable, see Fig. 4. 

Because of the complexity of the “Others” group and the existence of many images 
in this group which look similar to the other 7 groups (e.g., cord insertion images are 
very similar to abdominal images), many images gets sorted as “Others”. This can be 
seen in Fig. 5. Also, note that the “Spine” group may also be confusing as its appear-
ance is similar to different structures, e.g., femur and diaphragm which is in the “Oth-
ers” group. A multiclass solution which accommodates context of other labels may 
solve this problem and will be investigated in future work. Finally, while we have 
considered 2D ultrasound, the method is generalizable and could be extended to 3D 
ultrasound and other imaging modalities. 
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