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Abstract. A challenging problem in managing large networks is the complexity 
of security administration. Role Based Access Control (RBAC) is the most 
well-known access control model in diverse enterprises of all sizes because of 
its ease of administration as well as economic benefits it provides. Deploying 
such system requires identifying a complete set of roles which are correct and 
efficient. This process, called role engineering, has been identified as one of the 
most expensive tasks in migrating to RBAC. Numerous bottom-up, top-down, 
and hybrid role mining approaches have been proposed due to increased interest 
in role engineering in recent years. In this paper, we propose a new top-down 
role engineering approach and take the first step towards extracting access con-
trol policies from unrestricted natural language requirements documents. Most 
organizations have high-level requirement specifications that include a set of 
access control policies which describes allowable operations for the system. It 
is very time consuming, labor-intensive, and error-prone to manually sift 
through these natural language documents to identify and extract access control 
policies. We propose to use natural language processing techniques, more spe-
cifically Semantic Role Labeling (SRL) to automatically extract access control 
policies from these documents, define roles, and build an RBAC system. By 
successfully applying semantic role labeling to identify predicate-argument 
structure, and using a set of predefined rules on the extracted arguments, we 
were able correctly identify access control policies with a precision of 79%, re-

call of 88%, and 1F  score of 82%. 

Keywords: Role Based Access Control · Role engineering · Semantic role labe-
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1 Introduction 

In computer security, access control is the selective restriction of access to resource. 
System administrators at the top of any organization ascertain which individuals will 
be given access to what type of information.  Access Control Policies (ACPs) detail 
controlling access to information and systems. These controls can be exemplified as 
the management of a number of key issues, including user access, network access 
controls, passwords, operating system software controls, and higher-risk system 
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access; giving access to files and documents and controlling remote user access; and 
restricting access. 

However, defining proper ACPs is challenging, especially for large organizations. 
Advanced access control models such as Role Based Access Control (RBAC) [41] 
promise long-term cost savings through reduced management effort, but manual de-
velopment of initial policies can be very time consuming, labor-intensive, and error 
prone [4, 24]. RBAC is the most widely used model for advanced access control in 
diverse enterprises of all sizes. In RBAC, access permissions are associated with roles 
instead of users where roles represent functions within a given organization. Users 
can activate a subset of the roles which they are members of and easily acquire all the 
required permissions for those roles. Deploying an RBAC system requires identifying 
a complete, correct and efficient set of roles, and then assigning users and permissions 
to those roles [44]. This process is known as role engineering and is the most expen-
sive component of an RBAC implementation [19].  

There are mainly two approaches to role engineering: the top-down approach and 
the bottom up approach. The top-down approach takes advantage of a detailed analy-
sis of business processes where organizational business processes are analyzed, par-
ticular job functions are defined and decomposed into smaller units. Once the required 
permissions for performing specific tasks are identified, they can be grouped into 
appropriate functional roles. The process is repeated until all the job functions are 
covered. Because of the large number of business processes, users and permissions in 
an organization, and also as such a process is human-intensive, it is a rather difficult 
task and hence believed to be slow, expensive, and not scalable. In order to overcome 
this drawback, researchers have proposed a bottom-up approach to use data mining 
techniques to discover roles from existing data. Since many organizations already 
have user-permission assignments defined in some form, it makes sense to identify 
roles from this existing information. This approach first considers the existing users’ 
permissions before RBAC is implemented, and aggregates them into roles. Such a 
bottom-up approach is called role mining. 

Role mining has raised significant interests in the research community and in re-
cent years, numerous role mining techniques have been developed [17, 18, 23, 34]. 
While role mining can quickly combine existing permissions into roles, it often leads 
to roles that are difficult to understand and manage because they don’t have business 
meaning and fail to reflect the business structure of the organization [34]. In order to 
mitigate this problem, researchers have proposed hybrid role mining techniques that 
incorporate both top-down and bottom-up approaches [34, 23]. The hybrid role min-
ing approach derives roles not only from the user-permission assignments but also 
using certain top-down information. This methodology of role development creates 
roles that are not simply collections of permissions, but are semantically meaningful 
and bear relevance to the organizational structure. Hybrid role mining generates se-
mantically meaningful roles that are understandable and relevant to practical scena-
rios and hence makes adoption of RBAC more acceptable to organizations.  

In this paper, we propose a substantially different top-down approach to role 
mining and take the first steps towards using natural language processing techniques 
to extract policies from unrestricted natural language requirements documents.  
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Most organizations have high-level requirement specifications that determine how 
information access is managed and who, under what circumstances, may access what 
information [24]. These documents define security policies and include a set of access 
control policies which describes allowable operations for the system. All US federal 
agencies are required to provide information security by the “Federal Information 
Security Act of 2002” [14], and policy documentation is part of that requirement [33]. 
Although private industry is not required to provide such documentation, the signifi-
cant cost associated with cyber-attacks has led many companies to document their 
security policies as well. Besides, having security policies documented makes it much 
easier for organizations to transition from access control lists (ACLs) into a more 
robust RBAC infrastructure. We refer to these documents (high-level requirement 
specifications) as Natural Language Access Control Policies (NLACPs) which are 
defined as “statements governing management and access of enterprise objects. 
NLACPs are human expressions that can be translated to machine-enforceable access 
control policies” [24]. However, NLACPs are not directly implementable in an access 
control mechanism as they are normally expressed in human understandable terms. 
They are unstructured and may be ambiguous and thus hard to convert to formally 
actionable elements, so the enterprise policy may be difficult to encode in a machine-
enforceable form. It is very time consuming, labor-intensive, and error-prone to ma-
nually sift through these existing natural language artifacts to identify and extract the 
buried ACPs. Properly enforcing these security policies requires the ACPs to be trans-
lated to machine-readable policies which has been done manually and is a very labor 
intensive and error prone process [4, 25]. Our goal is to automate this process to re-
duce manual efforts and human errors. We propose to develop techniques and tools 
that will support effective development of trustworthy access control policies through 
automatically extracting formal access control policies from unrestricted natural lan-
guage documents and transforming them to enforceable policies. Our goal is to allow 
organizations to use existing, unconstrained natural language texts such as require-
ments documents for inferring ACPs. Our approach consists of five main steps: (1) 
apply linguistic analysis to parse natural language documents and annotate words and 
phrases in sentence (lexical parser), (2) identify whether a sentences contain potential 
ACP content or not (ACP sentence identification) , (3) infer semantic arguments of 
each predicate in each sentence using annotated words and phrases (semantic parser), 
(4) transform these semantic arguments into ACPs (postprocessor), and (5) aggregate 
the extracted ACPs into roles (role extractor). Our approach automatically generates 
machine enforceable ACPs and could be used as standalone top-down approach or as 
hybrid approach in combination with bottom-up role mining approaches. 

In this paper, we limit our discussions to the linguistic analysis of natural language 
documents and extracting semantic arguments of each predicate from each sentence. 
We also present initial results of applying the technique to a sample of our policy 
dataset. To the best of our knowledge, there is not much work in the literature that 
addresses this issue and this is the first report on effectiveness of applying semantic 
role labeling to large and diverse set of ACPs.  
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Our contributions in this paper are three-fold:  

• We propose an automated top-down role engineering approach; 
• We apply semantic role labeling to identify access control policies in unre-

stricted natural language documents; 
• We perform experiments to show efficiency of the proposed approach. Our 

evaluation results show that the proposed approach can effectively identify 
access control policies with a precision of 79%, recall of 88%, and ܨଵ score 
of 82%. 

The rest of this paper is organized as follows: We start with an overview of previous 
literature in section 2. In section 3, we present our proposed approach and its compo-
nents. The experiments and results are presented in section 4, and finally, conclusion 
and future works wraps up the paper. 

2 Background and Related Work 

This section describes the state of the art in NLP techniques and their application for 
access control policies and related areas as well as hybrid role mining approaches in 
the literature. 

2.1 Natural Language Processing (NLP) 

Most modern NLP semantic parsers include several tasks such as tokenization, sen-
tence segmentation, part-of-speech (POS) tagging, lemmatization, named-entity recog-
nition, syntactic parsing, semantic role labeling, event recognition, and coreference 
resolution. Tokenization detects individual words, punctuation, and other items from 
the text. Sentence segmentation identifies the boundaries of sentences. Part-Of-Speech 
(POS) tagging determines the POS tags such as noun, verb, adjective, etc. for each 
token. The current state-of-the-art POS taggers achieve 97.3% accuracy for individual 
tokens [30]. Lemmatization generates the common root word for a group of morpho-
logically related words. For instance, sang, sung, and sings are all forms of a common 
lemma “sing”. The state of the art achieves around 99% accuracy for the English lan-
guage [20]. Named-entity recognition (NER) aims to classify phrases into entity types 
such as people, organizations, locations, times, vehicles, and events [26]. The state-of-
the-art for the NER general task has a ܨଵ score of around 89% [29]. Syntactic parsing 
generates a parse-tree structure for a sentence [26]. The tree structure provides a basis 
for other tasks within NLP such as question answering, information extraction (IE), 
and machine translation. State-of-the-art parsers have a ܨଵ score of around 90% [53]. 
Coreference resolution determines whether or not two expressions in a document refer 
to the same entity or event. A common subset of this problem occurs within extracting 
ACPs from NLACP texts in that pronouns must be resolved to their antecedents (the 
actual role or resource). Kennedy et al. introduced an algorithm to resolve pronoun 
anaphora resolution (match the correct noun to a pronoun) that does not require parsing 
and achieves 75% accuracy on their test set [28]. 
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2.2 Information Extraction (IE)  

Information extraction creates structured data from text [26]. Common targets of IE 
applications include named-entities, other entities of specific types, relations, events, 
and their attributes. A relation expresses the relationship among two or more items. 
Common relation types include “is-a” and “part-of”. For example, “a doctor is a 
healthcare professional (HCP)” is represented by is_a(doctor, HCP) and “medical 
records contain family history” is represented by contains(medical record, family 
history). State-of-the-art systems for relation extraction (RE) typically have around 
85% precision and 70% recall [38]. Another IE technique is shallow parsing (seman-
tic role labeling) which involves identifying the different predicates (verbs) in a sen-
tence along with their semantic arguments [21].  

2.3 NLP Techniques for Privacy Policies 

Breaux et al. have manually analyzed privacy policies to map natural language policy 
statements into frame-based and first-order logic representations [5, 6, 8]. They have 
also analyzed regulatory text and developed natural language heuristics, some express-
ible as simple regular expressions, that can be used to identify frame-based representa-
tions of actions [7] and whether actions on information are permitted, required or pro-
hibited with various conditions, exceptions and purposes [9]. Ammar et al. conducted 
an experiment to use NLP methods and crowdsourced annotations from the “Terms of 
Service; Didn’t Read” project [47] to train a classifier to answer a single question: 
whether a privacy policy is considered clear by humans about a particular set of proce-
dures pertaining to sensitive user data [1]. The ongoing Usable Privacy Policy Project 
aims to build on recent advances in NLP, privacy preference modeling, crowdsourcing, 
and formal methods to semi-automatically extract key privacy policy features from 
natural language website privacy policies [48]. The focus of this project is website 
privacy policies while our project is focused on access control policies. 

2.4 Controlled Natural Language (CNL) and Access Control  

Schwitter defined a Controlled Natural Language (CNL) as “an engineered subset of a 
natural language whose grammar and vocabulary have been restricted in a systematic 
way in order to reduce both ambiguity and complexity of full natural language.” [42]. 
While a CNL provides semantic interpretations, it limits policy authors to the defined 
grammar and requires language-specific tools to stay within the language constraints. 
The SPARCLE Policy Workbench [10, 27, 11] employs shallow parsing technology 
[35] to extract privacy policies based on a pre-defined controlled grammar for form-
ing policies in a structured form. The policies are then translated to a machine-
readable form, such as EPAL [2] and XACML [36]. Inglesant et al. proposed a simi-
lar tool, PERMIS, which used a role-based authorization model [25]. However, they 
reported issues with users not comprehending the predefined “building blocks” im-
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posed by using a CNL. Shi et al. presented their approach to authoring policies using 
a CNL and showed the improved usability of CNL interface [43]. However, their 
approach is limited in the complexity of the rules that could be created since their 
supporting tool did not support conditions such as previous actions that must be taken 
before a user could access data.    

2.5 NLP and Access Control 

NL sources have been analyzed to infer and generate ACPs. Fernandez et al. pre-
sented a basic overview of extracting RBAC from use cases [15]. Fontaine proposed 
an approach based upon goal-based requirements engineering to extract authorization 
and obligation rules from NL texts into a policy language [16]. He et al. proposed an 
approach to generate ACPs from NL based upon available project documents, data-
base design, and existing rules [22]. Using a series of heuristics, developers manually 
analyze the documents to find ACPs whereas our approach seeks to automatically 
extract ACPs. Xiao et al. proposed Text2Policy for automated extraction of ACPs 
[49]. It first uses shallow parsing techniques with finite state transducers to match a 
sentence into one of four possible access control patterns. If such a match can be 
made, Text2Policy uses the annotated portions of the sentences to extract the subject, 
action, and object from the sentence. Slankas et al. proposed Access Control Rule 
Extraction (ACRE) [45] which applies inductive reasoning to find and extract ACRs 
while Text2Policy applies deductive reasoning based upon existing rules to find and 
extract ACRs. While this work these two early works are promising, they suffer from 
several weaknesses. ACRE uses a supervised learning approach to identify sentences 
containing ACRs which requires a labeled dataset similar in structure and content to 
the document being analyzed. This data is hard to come by. Text2Policy does not 
require a labeled data set but it misses ACRs that do not follow one of its four pat-
terns. It is reported that only 34.4% of the identified ACR sentences followed one of 
Text2Policy’s patterns [44]. Additionally, Text2Policy’s NL parser requires splitting 
longer sentences as the parser cannot handle complicated sentence structures. These 
approaches assume all necessary information for an ACP is contained within the same 
sentence, and they do not handle resolution issues. Neither one of these approaches 
take into account the presence of contextual information or environment conditions 
which is a very challenging task. 

2.6 Top-Down Role Engineering 

Roeckle et al. described a process oriented approach for role-finding to implement 
Role-Based Security Administration. The core of their work is presenting the data 
model, which integrates business processes, role based security administration and 
access control. Moreover, a structured top-down approach is outlined which is the 
basis for derivation of suitable business roles from enterprise process models [40]. 
Baumgrass et al. identified several tasks in role engineering that are monotonous, 
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time-consuming, and can get tedious if conducted manually. These tasks include the 
derivation of candidate RBAC artifacts from business processes and scenario models.  
They presented an approach to automatically derive role engineering artifacts from 
process and scenario models.  They especially discuss the derivation of role engi-
neering artifacts from UML activity models, UML interaction models, and BPMN 
collaboration models. In particular, they use the XMI (XML Metadata Interchange) 
representation of these models as a tool and vendor independent format to identify 
and automatically derive different role engineering artifacts [3]. Molloy et al. propose 
a hybrid role engineering approach where a set of roles has already been derived by 
the top-down approach and the remaining roles are defined following a bottom-up 
technique [34]. In this approach, roles that correspond to sensitive job responsibilities 
are specified manually by the top-down procedure. The proposed hybrid approach 
combines traditional role mining techniques with an approach that optimizes an exist-
ing set of roles. Hernandez et al. propose a hybrid role mining method which creates 
roles from both top-down and bottom-up information collected from a number of 
sources [23]. Two criteria, one based on the top-down information and the other based 
on the bottom-up information are used to assign roles to the appropriate users. The 
bottom-up information is the user permission assignments whereas the top-down in-
formation is the various attributes of users.  

Frank et al. propose a probabilistic method for hybrid role mining [18]. Their pro-
posed method consists of two steps - (i) identification of business information rele-
vant to the existing user-permission assignments and (ii) including this business in-
formation in the process of role mining. Incorporation of business information is 
achieved by satisfying two objectives: (i) finding a decomposition consisting of UA 
and PA that best describes the UPA even if new users are added and (ii) agreement of 
the resulting role assignments with the relevant business information. 

3 The Proposed Framework         

In order to construct a formal model for an NLACP, we must extract the necessary 
elements of ACPs from the natural language document. The ACPs describes who has 
access to what resource in what way. By processing these formal models, our tech-
nique will generate corresponding machine readable and enforceable policies. An 
overall view of the proposed system is shown in Figure 1. In the following sections, 
we describe each of these steps in details. 

 
Fig. 1. Overview of the Proposed Framework 
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3.1 Lexical Parser 

We first read the entire NLACPs and perform sentence segmentation and tokeniza-
tion. Sentence segmentation identifies the boundaries of sentences whereas Tokeniza-
tion detects individual words, punctuation, and other items from the text.  In order for 
the input text to be ready for evaluation, the first step is to identify all sentences and 
separating these sentences by a period and a carriage return so that each sentence will 
be on a separate line. For this purpose, we use CoreNLP tool kit [31].  
 

Coreference Resolution. Coreference resolution (sometimes written co-reference) 
determines whether or not two expressions in a document refer to the same entity or 
event. The goal is identify all expressions that refer to the same entity in a text. For 
example, consider the following sentence where HCP stands for healthcare profes-
sional: 

The HCP opens the message to which he or she wishes to reply. 

Here, “HCP,” “he,” and “she” all refer to the same entity. The goal of coreference 
resolution here is to replace all of pronouns with their corresponding referents. Be-
cause each sentence will be evaluated separately, having a clear idea of each pronoun 
is a key point in identifying the correct ACP elements. We adopt the approach pro-
posed in [12], which is a fast and robust algorithm for this purpose.  

3.2 ACP Sentence Identification 

Often time NLACPs contain contents that describe functional requirements and are 
not necessary related to ACPs. Although these documents also contain ACPs, at-
tempting to extract ACPs from the whole document is an error prone and tedious 
process. To correctly extract ACPs from NLACPs, it is very important to find out 
those sentences that have potentially ACP content and then perform further analysis 
only on those sentences to extract ACP elements. 

Slankas et al. proposed a k-Nearest Neighbors (݇-NN) classifier to identify sen-
tences containing ACPs. ݇-NN is an instance based classifier that attempts to locate 
the k nearest neighbors of an instance in an instance space and labeling that instance 
with the same class as that of most neighbors. As our focus is on correctly identifying 
ACP elements, we employ the same approach as the one used in [45].  

3.3 Semantic Parser 

We use semantic role labeling (SRL) to automatically identify predicate-argument 
structure in ACP sentences. SRL, sometimes also called shallow semantic parsing, is a 
task in natural language processing consisting of the detection of the semantic argu-
ments associated with the verb (or more technically, a predicate) of a sentence and 
their classification into their specific roles. It labels verb-argument structure using the 
notation defined by Propbank [37] project, identifying who did what to whom by as-
signing roles to constituents of the sentence representing entities related to a specific 
verb. Recognizing these semantic arguments is a key task in finding the answer to the 
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questions like: "Who," "When," "What," "Where," "Why", etc., which are especially in 
use by analyzers trying to extract access control policies from sentences. The following 
sentence, exemplifies the annotation of semantic roles: 

[Arg0  John] [ArgM-MOD  can] [V assign] [Arg1 clerk ] [Arg2  to users from department A]  
Here, the roles for the predicate assign (assign.01, that is, the roleset of the pre-

dicate) are defined in the PropBank Frames scheme as: 
V: verb 
ArgM-MOD: modal  
Arg0: (assigner)  
Arg1: (thing assigned) 
Arg2: (assigned to) 

SRL is very important in making sense of the meaning of a sentence. Such semantic 
representation is at a higher-level of abstraction than a syntax tree. For instance, the 
sentence "A professor can review the same project at most one time” has a different 
syntactic form, but the same semantic roles to "The same project can be reviewed by a 
professor at most one time”. 

In general, given any sentence, the task of SRL consists of analyzing the proposi-
tions expressed by all target verbs in a sentence and for each target verb, all the con-
stituents in that sentence which fill a semantic role of the verb, will be extracted. 
Here, we use the following notation to describe ACPs: 

{A; B; C} 

Where A stands for Argument0, B stands for predicate and C stands for argument1. Ar-
gument0 usually denotes agent or experiencer for that predicate and Argument1 denotes 
theme (where predicate affects). In this paper, we use Senna (Semantic/syntactic Extrac-
tion using a Neural Network Architecture) semantic role labeler [13], which performs 
sentence-level analysis. Senna is a multilayer neural network architecture that can handle 
a number of NLP tasks such as part-of-speech tagging, chunking, named entity recogni-
tion, and semantic role labeling with both speed and accuracy. Senna relies on large un-
labeled dataset(s) and allows the training algorithm to discover internal representations 
that prove useful for the requested task. Senna is fast because it uses a simple architec-
ture, it is self-contained because it does not rely on the output of another system, and it is 
accurate because it offers state-of-the-art or near state-of-the-art performance.  

3.4 Postprocessor 

After generating predicate-arguments using SRL tool, additional processing is re-
quired on the output. This is due to the fact that the NLACPs are typically stated by 
managers using their own language and grammar because they do not have the tech-
nical knowledge of the system, and this makes ACP extraction from their stated sen-
tences more complicated. In order to increase accuracy of the extracted ACPs, we 
apply named entity recognition and argument expansion to the SRL output as de-
scribed below. 
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Named Entity Recognition. Named entity recognition (NER) is the task of identifying 
named entities and sequences of words in a text belonging to predefined categories 
such as the names of persons, locations, organizations, expressions of times, quantities, 
monetary values, percentages, etc. The task here is to produce an annotated text that 
highlights the names of entities such as the following example: 

[ORGANIZATION Customer Service Reps], [PERSON Pharmacists], and 
[ORGANIZATION Billing Reps] can collect and use customer name and [TIME date of birth] 
to help confirm identity. 

In this example, Customer Service Reps is an organization consisting of three to-
kens, Pharmacists, is a person consisting of one token, Billing Reps is an organization 
consisting of two three tokens, and finally date of birth is a time consisting of three 
tokens.  

Argument Expansion. ACPs usually do not conform to a predefined template unless 
there is controlled grammar being used. Most of the time ACPs are stated by manag-
ers using their own language because they do not have the technical knowledge of the 
system and this makes their stated sentences complicated. One of these complications 
is that sometimes more than one ACP is stated in a given sentence. Consider the fol-
lowing sentence for example: 

Customer Service Reps, Pharmacists, and Billing Reps can collect and use custom-
er name and date of birth to help confirm identity. 

There are 15 different ACPs associated with this sentence: 
 

• {customer service rep; collect; customer name} 
• {customer service rep; collect; customer date of birth} 
• {customer service rep; use; customer name} 
• {customer service rep; use; customer date of birth} 
• {pharmacist; use; customer name} 
• {pharmacist; use; customer date of birth } 
• {pharmacist; collect; customer name} 
• {pharmacist; collect; customer date of birth } 
• {billing rep; collect; customer name} 
• {billing rep; collect; customer date of birth } 
• {billing rep; use; customer name} 
• {billing rep; use; customer date of birth } 
• {customer service rep; confirm; identity} 
• {pharmacist; confirm; identity} 
• {billing rep; confirm; identity} 

Now consider the following list of the extracted roles for predicate Collect: 
 

[Arg0 Customer Service Reps, Pharmacists, and Billing Reps] [ArgM-MOD can] [v col-
lect] and use [Arg1  customer name and date of birth] [ArgM-PNC  to help confirm identi-
ty]. 

  
As a comparison between the generated semantic arguments and the actual ACPs 
shows, SRL’s output can be interpreted as an abstract form for ACPs, so we have to 
expand this abstract form to generate all of the related ACPs. This expansion could be 
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in the form of extracting all named entities or other standalone nouns in Arg0 as the 
possible agents and also extracting independent entities from Arg1 as themes.  For 
example, in this case, Named Entity Recognizer identifies Customer Service Reps and 
Pharmacists as organizations. After extracting all of these entities, we list all of the 
combinations of these entities based on each predicate. For example this verb-
argument listing can be expanded as the following rules: 
 

• {customer service rep; collect; customer name} 
• {customer service rep; collect; customer date of birth} 
• {pharmacist; collect; customer name} 
• {pharmacist; collect; customer date of birth } 
• {billing rep; collect; customer name} 
• {billing rep; collect; customer date of birth } 

3.5 Role Extractor 

When the SRL tool extracts the ACP components, role extractor utilizes the extracted 
information to define roles. Then, these roles can be used to build an access control mod-
els such as RBAC. The ACPs are in the form of {subject, object, operation} and many of 
the extracted subjects correspond with the job functions within organization (e.g. doctor, 
pharmacist, nurse, healthcare professional, etc.) which could represent roles.  

A naïve approach would be to just look at the ACPs and find the ones with the same 
subject and group them together in one role and use all the ACPs with that subject to 
build the role permission assignment relationships. The object and operation elements of 
the ACPs are used to define permissions in RBAC and then assign those permissions to 
roles based on that specific subject using ACP associations. Another approach is to use 
classifier such as k-Nearest Neighbors (݇-NN) classifier or Naive Bayes classifier to 
extract roles from the ACPs. However, we leave this to future work as it is not focus of 
this paper. 

4 Experimental Results 

In this section, we perform experiments to answer the research question of how effec-
tively the subject, object, and operation elements of ACPs are extracted. In the fol-
lowings, we explain the datasets and the evaluation criteria used in our experiments. 
Then, we present the experimental results. 

4.1 Datasets 

We use documents from multiple domains such as electronic healthcare, educational, 
and conference management for the experiments. For the electronic health care do-
main, we use iTrust [32], which is an open source healthcare application that includes 
various features such as maintaining medical history of patients, identifying primary 
caregivers, storing communications with doctors, and sharing satisfaction results. For 
the educational domain, we employ use cases from the IBM Course Registration Sys-
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tem used in previous research [39]. For the conference management domain, we use 
documents from CyberChair [46], which has been used by hundreds of different con-
ferences and workshops. We also use a combined document of 115 ACP sentences 
collected from 18 sources (published papers, public web sites, etc.) that has been used 
in previous research [49, 45]. In this paper, we only consider those sentences that are 
labeled as access control sentence and ignore the rest as ACP identification is not the 
focus of this paper. For our evaluation, we use the iTrust data set that was used by 
Xiao et al. [27]. This version includes the preprocessed iTrust data set consisting of 
simplified sentences. For iTrust, there are 418 sentences identified as containing ACP 
content. The second dataset, IBM Course Registration System consists of eight use 
cases and there are 169 ACP sentences. The CyberChair dataset consists of 139 ACP 
sentences and the for Collected ACP documents, there are 115 ACP sentences. 

4.2 Evaluation Criteria 

We want to know how effectively the semantic arguments of each predicate are ex-
tracted from ACP sentences. The results are evaluated with respect to recall, preci-
sion, and the F1 measure of the predicate arguments. To calculate these values, we 
categorize the extractions into four categories: false positives (FP) are cases where we 
mistakenly identify a word as an ACP element when it is not, false negatives (FN) 
occur when we fail to correctly extract an actual ACP element, true positives (TP) are 
correct extractions, and true negatives (TN) are cases where we correctly identified 
that a word in the sentence was not an ACP element. From these values, we define 
precision as the proportion of correctly extracted ACP elements against all extractions 
against the test data. We also define recall as the proportion of ACP elements found 
for the current data under test. The ܨଵ score is the harmonic mean—a weighted aver-
age of precision and recall—giving an equal weight to both recall and precision. ܨଵis 
computed by equation 1. ܨଵ ൌ 2 ൈ ܴ݈݈݁ܿܽ ൈ ݈݈ܴܽܿ݁݊݋݅ݏ݅ܿ݁ݎܲ ൅ ݊݋݅ݏ݅ܿ݁ݎܲ                                               ሺ1ሻ 

In order to evaluate the effectiveness of our proposed approach, we use the datasets 
that were manually labeled by Slankas et al. [45]. They were able to find a total of 
1070 ACPs in iTrust dataset, 375 ACPs in IBM Course Registration System dataset, 
386 ACPs in CyberChair dataset and 258 ACPs in Collected ACP documents. More 
details on how the labeling was done can be found in [45]. The evaluation results as 
well as comparison with the most recent system (ACRE) are presented in Table 1. As 
the results show, our approach based on semantic role labeling performs very well 
and outperforms the ACRE approach in most cases. The algorithm used in ACRE 
requires repetition in sentence structure as well as subjects and resources throughout 
the document to perform well. This algorithm performed best on iTrust because it 
contained repetitions throughout the document but performed poor on the Collected 
ACP document. That’s because there are not enough repetition in that document for 
finding initial set of known subjects and resources and expanding the patterns. How-
ever, semantic role labeling does not require repetition as every sentence will be con-
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sidered separately, independent of the other sentences. As long as there are role sets 
defined for that predicate, semantic role labeling can find most of the arguments. This 
is why the results for semantic role labeling are stable throughout all documents and it 
provides good results regardless of the structure of the document. 

Table 1. Comparison of ACP extraction between ACRE and the proposed system (ICM: IBM 
Course Registration, CC: CyberChair and CAD: Collected ACP Documents). 

Dataset ACRE SRL 
Precision Recall ܨଵ Precision Recall ܨଵ 

iTrust 80% 75% 77% 75% 88% 80% 
IBM 81% 62% 70% 54% 87% 58% 
CC 75% 30% 43% 46% 84% 59% 

CAD 68% 18% 29% 79% 86% 82% 
 
In terms of precision, however, our approach does not perform very well. One is-

sue with using semantic role labeling is that it extracts all arguments for all of the 
verbs in a sentence. Sometimes only a portion of these verbs such as (set, add, etc) 
describe access control policies. Consider the following example: 

Only the manager [v is] [v allowed] to [v add] a new resident to the system and to 
[v start] or [v update] the care plan of a resident. 

 
Here, only three of the verbs, namely add, start and update address ACPs. In the ex-
periments, we eliminate “To Be” and “Modal” verbs because usually they are part of 
other verbs such as can assign and do not express ACPs on their own.  There are also 
other verbs such as click, include, etc., that do not express ACPs and hence increase 
the false positive rate. In the future, we plan to create a dictionary of the verbs that are 
associated with ACPs and will only consider those verbs which will improve the re-
sults significantly.  

Another issue with our approach is that sometimes the SRL tool is unable to cor-
rectly identify all predicates and their arguments. This is due to complex structure of 
some sentences. We plan to define specific rules to handle this issue and improve the 
precision.  

Although our approach does not perform very well in terms of precision, if we 
consider the ܨଵ scores, we can see that our approach outperforms the ACRE and for 
some dataset(s) the difference is very significant (82% compared to 29% for the Col-
lected ACP documents). Only for the IBM Course Management dataset, SRL is out-
performed by ACRE and it is because precision is very low which leads to lower ܨଵ 
score. In addition to offering better recall and ܨଵ  score, another advantage of our 
approach over the ACRE is that it does not require any labeled data set whereas 
ACRE uses a supervised learning approach and requires a labeled dataset similar in 
structure and content to the document being analyzed to setup the classifiers. One 
technical challenge concerning the use of SRL is that sometimes our tool is unable to 
find the predicate-arguments in some sentences. The reason is that SRL tools are of-
ten trained on publicly available corpora such as the Wall Street Journal. This means 
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that the predicate-argument frames are usually general and not well suited for 
processing information such as access control requirements documents. In the future, 
we plan to address this issue by adapting the SRL tool to ACP domain so that it can 
identify all predicate-arguments. 

5 Conclusion and Future Work 

In this paper, we proposed a new top-down approach towards role engineering in 
order to extract access control policies from unstructured natural language documents. 
We applied semantic role labeling techniques to extract policies from natural lan-
guage requirements documents. The semantic role labeling allowed us to identify 
predicate-argument structure and by applying a set of predefined rules on the ex-
tracted arguments, we were able to successfully identify ACP elements with a recall 
of 88%, precision of 79%, and ܨଵ score of 82%. The performance of our system de-
pends on the predefined role sets for each predicate. Currently, the proposed approach 
considers all predicates in the sentence which results in large number of false posi-
tives. In the future, we plan to create a dictionary of the verbs that are usually asso-
ciated with access control policies and only consider those verbs to improve the re-
sults. We also plan to implement the complete system including implementing ACP 
sentence identification step and role extractor components. 
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