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Abstract. Gait recognition is an emerging biometric technology which
aims to identify people purely through the analysis of the way they
walk. The technology has attracted interest as a method of identifica-
tion because of its non-invasiveness, since it does not require the sub-
ject’s cooperation. However, “covariates” which include clothing, car-
rying conditions, and other intra-class variations affect the recognition
performances. This paper proposes a feature selection mask which is able
to select most relevant discriminative features for human recognition to
alleviate the impact of covariates so as to improve the recognition per-
formances. The proposed method has been evaluated using CASIA Gait
Database (Dataset B) and the experimental results demonstrate that the
proposed technique yields 77.38 % of correct recognition.
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1 Introduction

Technology has invaded our lives as never before and the effectiveness of current
security systems has become increasingly important. Biometric recognition aims
to identify individuals using unique, reliable and stable physiological and/or
behavioral characteristics such as fingerprint, palmprint, face, gait, etc. Gait
recognition consists on discriminating among people by the way or manner they
walk.

Gait recognition techniques can be classified into two main categories: model-
based and model-free approach. Model based approach [1,2] models the person
body structure, it uses the estimation over time of static body parameters for
recognition (i.e. trajectory, limb lengths etc). This process is usually compu-
tationally intensive since we need to model and track the subjects body. On
the other hand, the model free approach does not recover a structural model of
human motion, instead it uses the features extracted from the motion or shape
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for recognition. Compared to a model based approach, the model free approach
requires much less computation cost, furthermore dynamic information results
in improved recognition performance than static counterpart [3]. These reasons
have motivated the researchers to introduce new feature representations in model
free approach context. The major challenges of methods belong the model free
gait recognition are due to the effect of various covariates as the presence of
shadows, clothing variations and carrying conditions (backpack, briefcase, hand-
bag, etc). Moreover, segmentation and the view dependency are further causes
of gait recognition errors. This has motivated the work presented in this paper
which aims to mitigate the effect of the covariates and improve the recognition
performance.

The rest of this paper is organized as follows: Sect. 2 summarizes the previous
works. Sect. 3 gives the theoretical description of the proposed method. Sect. 4
presents the experimental results. Sect. 5 offers our conclusion.

2 Related Works

There exists a considerable amount of work in the context of model free
approaches for gait recognition. Benabdelkader et al. [4] introduced a self sim-
ilarity representation to measure the similarity between pairs of silhouettes.
Collins et al. [5] proposed a template based silhouette matching in some key
frames. Recent trends seem to favor Gait Energy Image (GEI) representation
suggested by Han and Bhanu [6]. GEI is a spatio-temporal representation of
the gait obtained by averaging the silhouettes over a gait cycle. This represen-
tation has already been used in several state of the art works [7–10]. Yu et al.
introduced a simple template matching technique based on the euclidian dis-
tance without data reduction and feature selection [11]. It has been found that
the different clothing and carrying conditions between the gallery and probe
sequences influence the recognition performances [6,11]. To overcome the lim-
itations of the GEI presentation, Bashir et al. introduced a novel gait feature
selection method named Gait Entropy Image (GEnI) [12]. It consists of com-
puting Shannon entropy for each pixel over a gait cycle; in other terms it aims
to distinguish static and dynamic pixels of the GEI. In this case GEnI rep-
resents a measure of feature significance (pixels with high entropy correspond
to dynamic parts which are robust against appearance changes). In the same
context Bashir et al. suggested a new gait representation called flow field [13]
in order to represent a weighted sum of the optical flow corresponding to each
coordinate direction of human motion. Rida et al. [19,20] proposed a supervised
feature extraction method based on Modified Phase-Only Correlation (MPOC)
algorithm which is an improved version of the Phase Only Correlation (POC).
Recently Random Subspace Method (RSM) has been been used to reduce the
effect of the covariates, the results showed very good performances in the USF
database [14,15].
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3 Methodology

3.1 Motivations

In this paper among all available feature representations we have chosen the so-
called Gait Energy Image [6]: it is an easy and simple representation to compute,
thus making it an effective compromise between the computational cost and
the recognition performance. Its main drawback is common to all model-free
approaches: covariates makes it unreliable.

The aim of this work is to improve the GEI representation by determining a
mask capable to select the robust features against the covariates. The notion of
gait mask was introduced by Foster et al. [16] where several predefined masks
were used to capture gait characteristics. Fig 1 shows some of such predefined
masks, where the gray parts represent the features selected whereas the black
parts represent the non selected ones.

(a) (b) (c)

Fig. 1. Predefined masks introduced by Foster et al. to capture gait features [16].

In the current work we propose to estimate a mask instead of using a prede-
fined one as suggested in the previous work by Foster et al. [16]. The calculation
of the mask on all data will bias the results, furthermore the selection method
(mask) should not be overspecialized for a particular and specific training set
[17], all that has motivated to current work which has as particularity to esti-
mate a fixed unique mask on a small feature selection set independently from
training and testing sets (all selected sequences from the feature selection set
were removed from the training and testing sets) capable to select relevant fea-
tures from all GEIs under both carrying and clothing conditions (see Fig. 2).
To calculate our mask we estimate the normal walk GEI called M by taking
the mean of all normal walk GEIs within the feature selection set, after that
we calculate the variation matrix Dk between each couple (estimated normal
walk M and carrying-bag/wearing-coat GEIs) by taking the difference pixel by
pixel. A mask {Sk}Kk=1 is defined for each variation matrix {Dk}Kk=1 which aims
to select pixels with low variation value by assigning 1 for pixels with variation
Dk(i, j) less than a threshold T and 0 otherwise. The masks {Sk}Kk=1 are com-
bined together using a simple ‘AND’ operator to obtain our final mask S (see
Sect. 3.3).

Our framework is divided into two main modules: the first one consists of
calculating the mask on the feature selection set. The second module estimates
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Fig. 2. Scheme of our framework.

the performance of our method (Correct Classification Rate) using GEI features
selected with the resulting mask in the first module and Component Discriminant
Analysis (CDA) [18] (see Sec. 3.4).

3.2 Gait Energy Image

GEI is a spatio-temporal representation of the gait patterns. It consists of rep-
resenting the gait cycle using a single grayscale image obtained by averaging the
silhouettes extracted over a complete gait cycle [6]. GEI is computed using the
following equation:

G(x, y) =
1
N

N∑

t=1

B(x, y, t) (1)

where N is the number of the frames within a complete gait cycle, B is a silhou-
ette image, x and y are the coordinates of the image and t is frame number in the
cycle. Low and high intensity pixels of the GEI correspond to the dynamic and
static parts of the body, respectively. Dynamic parts are most informative since
they contain the information of the gait while static parts are sensitive since
they contain the shape and contour information which can easily be influenced
by the covariates [12].

(a) Normal Walk (b) Carrying Bag (c) Wearing Coat

Fig. 3. Gait energy image of an individual under different conditions.
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3.3 Feature Selection Mask

Let consider L Gait Energy Image templates {Gl}Ll=1 characterizing normal gait
walking, we calculate the mean GEI normal walk as follows:

M =
1
L

L∑

l=1

Gl (2)

The variation {Dk}Kk=1 for a given GEI template {G′
k}Kk=1 characterizing car-

rying bag or wearing coat walk is given by:

Dk = G′
k − M (3)

Dk represents a measure of feature significance (i.e. discriminative power) since
pixels with large variation are more suspected to be affected by the covariates (it
can be seen as an inverse relationship between variation value and importance).
Someone can say that Dk can contain negative values and we should take the
square when we calculate Dk, this is not possible for the simple reason that two
pixels with same position (i, j) from two different GEI templates G1(i, j) and
G2(i, j) with the corresponding variations D1(i, j) < D2(i, j) and |D1(i, j)| =
|D2(i, j)| don’t have the same importance because G2(i, j) has more intensity
value than G1(i, j), as consequence it is much more suspected to be affected by
the covariates. To facilitate our calculations we normalize the matrix Dk values
between 0 and 1.

A mask defines if a feature is selected therefore a binary representation is
useful: assigning a value 1 or 0 corresponding to selected or unselected features
respectively. The mask based GEI template is given by:

Sk(i, j) =
{

1, if Dk(i, j) ≤ T | T ∈ [0, 1]
0, otherwise

(4)

Where T represents the threshold. The masks {Sk}Kk=1 are combined together
using a simple binary ‘AND’ to obtain the final mask S which is given by:

S = S1 &&, · · · , && Sk, · · · ,&& SK (5)

Algorithm 1. Mask calculaion algorithm.
1: Input: {Gl}Ll=1 (normal walk GEI templates)

{G′
k}Kk=1 (carrying bag and wearing coat walk GEI templates)

T : treshold
Output: S (mask)

2: Calculate M using formula (2);
3: for k = 1 to K do
4: Compute Dk using formula (3);
5: Compute Sk using formula (4);

k = k + 1;
6: end for
7: Compute the mask S using formula (5);
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Where && is the binary operator. The whole process of mask calculation is
summarized step by step in Alg. 1.

3.4 Canonical Discriminat Analysis

Canonical Discriminant Analysis (CDA) corresponds to Principal Component
Analysis (PCA) followed by a Multiple Discriminant Analysis (MDA). The aim
of the PCA is to be able to represent most of the variations of the original
data using only a few principal components which are orthogonal to each others.
MDA tries to maximize the distance between classes and preserve the distance
inside the classes (the full explantation is found in [18]). The performance of our
method is measured with the correct classification rate (CCR) which corresponds
to the ratio of the number of well classified samples over the total number of
samples.

Let n d-dimensional training GEI templates {g1, · · · ,gn}, where each tem-
plate is a column vector obtained by concatenating the rows of the corresponding
GEI. The feature selection is applied to these templates using the mask to obtain
n d′-dimensional GEI templates {x1, · · · ,xn} where d′ < d. PCA aims to mini-
mize the following objective function:

Jd′′ =
n∑

k=1

∥∥∥∥∥∥

(
m +

d′′∑

i=1

akiui

)
− xk

∥∥∥∥∥∥

2

(6)

where d′′ < d′ < d, m = 1
n

∑n
k=1 xk, {u1, · · · ,ud′′} set of orthogonal unit vectors

representing new coordinate system of the subspace and aki is the projection of
the k-th data over ui.Jd′′ is minimized when u1, · · · ,ud′′ are eigenvectors of the
largest eigenvalues of the covariance matrix C given by:

C =
n∑

k=1

(xk − m)(xk − m)T (7)

The d′′-dimensional feature vector yk obtained from xk is given by:

yk = [a1, · · · , ad′′ ]T = [u1, · · · ,ud′′ ]T xk, k = 1, · · · , n (8)

As suggestion in [6] we retain d′′ = 2c eigenvectors after applying PCA. Suppose
that the n d′′-dimensional principal vectors {y1, · · · ,yn} belong c classes, MDA
is a supervised learning method which seeks a transformation matrix W that
maximizes the ratio of the between-class scatter matrix SB to the within-class
scatter matrix SW given by:

J(W) =

∣∣WTSBW
∣∣

|WTSWW| (9)
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The within-class scatter matrix in the PCA subspace SW is defined as SW =∑c
i=1 Si where:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Si =
∑

y∈Di
(y − mi)(y − mi)T

mi = 1
n i

∑
y∈Di

y

{Di}ci=1 training data of class i of size ni

(10)

The between-class scatter in the PCA subspace SB is given by:

SB =
c∑

i=1

ni(mi − m)(mi − m)T (11)

where m = 1
n

∑
y∈D y. J(W) is maximized when the columns of W are the

generalized eigenvectors that correspond to c − 1 nonzero eigenvalues in:

SBwi = λiSWwi (12)

where wi is the i-th column of the matrix W. The corresponding generalized
eigenvectors are denoted by v1, · · · ,vc−1. The (c−1)-dimensional feature vector
zk in the MDA subspace is obtained from the d′′-dimensional principal compo-
nent vector yk:

zk = [v1, · · · ,vc−1]
T yk, k = 1, · · · , n (13)

4 Experiments

We have used CASIA database (dataset B) [11] to evaluate our method. It is
a multiview gait database containing 124 subjects captured from 11 different
angles. Each subject has six normal walking sequences (SetA), two carrying-
bag sequences (SetB) and two wearing-coat sequences (SetC). The first four
sequences of setA noted as (SetA1) are used for training. The two remaining
noted as (SetA2), (SetB) and (SetC) are used for testing the effect of view angle
variations, clothing and carrying conditions respectively. In our work we focus
on the effect of clothing, carrying conditions and experiments are carried out
under 90◦ view using 64 × 64 GEI resolution. We determine our mask from
a feature selection set independent from training and testing sets (all selected
sequences from the feature selection set were removed from the training and
testing sets). To create our feature selection set we randomly select 24 subjects
without replacement as follows: for each subject 3 sequences are randomly cho-
sen corresponding to the three situations (normal, carrying bag, wearing coat)
so that 72 sequences are obtained. To make our method robust and avoid the
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Algorithm 2. The Evaluation Method
1: Input: feature selection set
2: for p = 1 to P do
3: Randomly select without replacement of 15 subjects from feature selection set;
4: Select related GEI templates corresponding to the three variants (normal, car-

rying bag, wearing coat);
5: Calculate the mask based on Alg. 1 ;
6: Estimate the best threshold value T using 3-folds Cross-Validation;
7: Select the mask corresponding to the best threshold performance;
8: end for

overspecialization we have applied the evaluation strategy described in Alg. 2
on feature selection set for P = 5 (The threshold T is estimated using a 3-folds
Coss-Validation for T ∈ [0, 1] with a step of 0.1).

It can be seen from Fig. 4 that the threshold value T = 0.6 is giving the best
performance for the P = 5 experiments, we combine the resulting P = 5 masks
of the experiments together with a simple ‘AND’ operator to obtain our mask
used to select relevant features and remove irrelevant ones.
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Fig. 4. Correct classification rate of the carried out experiments on the feature selection
set using different threshold values.

Fig. 5 shows the calculated mask by our method as well as the masked GEI
under different conditions (the white part from the mask represents the selected
features). We can notice that our mask selects features from the bottom part of
the GEI template which represent the dynamic movement of the legs, this part
is robust against the covariates and is discriminative, our mask selects also some
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(a) Mask (b) Masked Normal GEI

(c) Masked Carrying GEI (d) Masked Clothing GEI

Fig. 5. The mask obtained by our method and the corresponding masked GEI of an
individual under different conditions.

features from the top part of the GEI corresponding the dynamic motion of the
hands during the walk and head shape.

Tab. 1 represents the results obtained by our method compared to the
reported results of four other state-of-the-art methods. It can be seen that our
method loses slightly a bit performance in the case of normal walk condition and
improves considerably the performance in the case of clothing conditions. More-
over, it makes the best compromise between gait walk conditions performance
which can be seen by the mean and the standard deviation, which outperform
the other ones. This can be explained by the fact that our method eliminates
features from the top of the GEI template which, in turn, improve the recog-
nition performance in the case of normal and carrying bag walks while these
features are considerably affected in the presence of wearing coat covariates.

Table 1. Comparison of CCRs (In percent) from several different algorithms on CASIA
database using 90◦ view.

Method Normal Carrying-Bag Wearing-Coat Mean Std.Dev.

Han et al. [6] 99.60 57.20 23.80 60.20 37.99
Yu et al. [11] 97.60 32.70 52.00 60.77 33.33
Bashir et al. [12] 100.00 78.30 44.00 74.10 28.24
Bashir et al. [13] 97.50 83.60 48.80 76.63 25.09
Our Method 95.97 63.39 72.77 77.38 16.77

5 Conclusions

This paper has presented a feature selection mask for improved gait recognition.
The proposed mask demonstrates attractive results in the presence of clothing
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covariates and makes the best compromise between different gait walk recogni-
tion performances.

As future work we will investigate the robustness of the mask in case of view
angle variation between training and testing data and extend the results to USF
database to compare our method with others using this dataset [15].
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