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Abstract. Segmentation based on active contour has been received widespread
concerns recently for its good flexible performance. However, most available
active contour models lack adaptive initial contour and priori information of
target region. In this paper, we presented a new method that is based on active
contours combined with saliency map for plant leaf segmentation. Firstly, priori
shape information of target objects in input leaf image which is used to describe
the initial curve adaptively is extracted with the visual saliency detection method
in order to reduce the influence of initial contour position. Furthermore, the
proposed active model can segment images adaptively and automatically.
Experiments on two applications demonstrate that the proposed model can
achieve a better segmentation result.

Keywords: Active contour model - Image segmentation - Saliency detection -
Plant leaf

1 Introduction

Currently, precision agriculture has become one of the frontier researches in the field of
agriculture. Promote the use of precision agriculture could make use of resources
reasonably, increasing crop yields, cut production costs and improve agricultural
competitiveness. But the most relevant studies are based on the basic data of crop
growth, which related with the shape features computation of plant leaf.

In agriculture, numerous image-processing based computerized tools have been
developed to help farmers to monitor the proper growth of their crops. Special attention
has been put towards the latest stages when crop is near harvesting. For example, at the
time of harvesting, some computer tools are used to discriminate between plants and
other objects present in the field. In the case of machines that uproot weeds, they have
to discriminate between plants and weeds, whilst in the case of machines that harvest;
they have to differentiate one crop from the other.

Previous studies have identified the challenges and have successfully produced
systems that address them. The requirements for reduced production costs, the needs of
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organic agriculture and the proliferation of diseases have been the driving forces for
improving the quality and quantity of food production. In fact, the main source of plant
diseases comes from leaves, such as leaf spot, rice blast, leaf blight, etc. When plants
become diseased, they can display a range of symptoms such as colored spots, or
streaks that can occur on the leaves, stems, and seeds of the plant. These visual
symptoms continuously change their color, shape and size as the disease progresses.

Thus, in the area of disease control, most researches have been focused on the
treatment and control of weeds, but few studies focused on the automatic identification
of diseases. Automatic plant disease identification by visual inspection can be of great
benefit to those users who have little or no information about the crop they are growing.
Such users include farmers, in underdeveloped countries, who cannot afford the ser-
vices of an expert agronomist, and also those living in remotes areas where access to
assistance via an internet connection can become a significant factor.

During the past few decades,there has been substantial progress in the field of
image segmentation and its application, that’s a prerequisite for computer vision and
field management automation. Camargo [1] study an image-processing based algorithm
to automatically identify plant disease visual symptoms, the processing algorithm
developed starts by converting the RGB image of the diseased plant or leaf, into the H,
I3a and I3b color transformations, then segmented by analyzing the distribution of
intensities in a histogram. Minervini [2] proposed an image-based plant phenotyping
with incremental learning and active contours for accurate plant segmentation. This
method is a vector valued level set formulation that incorporates features of color
intensity, local texture, and prior knowledge. Sonal [3] presented a classification
algorithm of cotton leaf spot disease using support vector machine. Prasad [4] explores
a new dimension of pattern recognition to detect crop diseases based on Gabor Wavelet
Transform. But there are many difficulties during leaf image process such as complex
color components, irregular texture distribution, light shadow, and other random
noises, even with some of complex and heterogeneity background, so leaf segmenta-
tion is still a nut for image analysis.

Recently, segmentation algorithms based on active contours has been received
widespread concerns by many researchers due to their variable forms, flexible structure
and excellent performance. However, most available active contour models suffer from
lacking adaptive initial contour and priori information of target region. In this paper, we
presented a new object segmentation method that is based on active contours with
combined saliency map. Firstly, priori shape information of target objects in input
images which is used to describe the initial curve adaptively is extracted with the visual
saliency detection method in order to reduce the influence of initial contour position.
Furthermore, the proposed active model can segment images adaptively and auto-
matically, and the segmented results accord with the property of human visual per-
ception. Experimental results demonstrate that the proposed model can achieve better
segmentation results than some traditional active contour models. Meanwhile our
model requires less iteration and with better computation efficiency than traditional
active contours methods although the background of the image is clutter.
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2 Saliency Detect Model

When it comes to the concept of saliency, another term visual attention is often
referred. While the terms attention, saliency are often used interchangeably, each has a
more subtle definition that allows their delineation. Attention is a general concept
covering all factors that influence selection mechanisms, whether they are scene-driven
bottom-up or expectation-driven top-down. Saliency intuitively characterizes some
parts of a scene-which could be objects or regions-that appear to an observer to stand
out relative to their neighboring parts. The term “salient” is often considered in the
context of bottom-up computations [5]. Modeling visual attention—particularly
stimulus-driven, saliency-based attention—has been a very active research area over
the past 25 years. Many different models of attention are now available, which aside
from lending theoretical contributions to other fields, have demonstrated successful
applications in computer vision, mobile robotics, and cognitive systems.

Our saliency detect algorithm consists of three parts (Fig. 1):

Firstly, color-complexity features extraction. Decomposes a given image into a
color histogram after quantizing each color channel to have 12 different values to speed
up our algorithm, which once proposed by Cheng et al. [6]. And then compute color
contrast differences between colors over a global image to construct a saliency map.

Secondly, color-spatial features extraction. In order to establish the color distri-
butions of pixels in an image, k-means is exploited to find k centers of masses for each
color. And a relative minimum method was proposed to calculate spatial distances
between different colors to obtain the spatial weightings. Then saliency map was
adjusted by spatial weightings.

Lastly, a smoothing procedure (see also [6]) is used to reduce the noise disturbance
due to quantization.

Overall, our method integrated the contrast map with colors spatial distribution to
derive a saliency measure that produces a pixel-accurate saliency map which uniformly
covers the region of interest and consistently separates foreground and background.
Specifically details can refer to our paper in [7].

Color-complexity feature

Color histogram .| Contrast difference
based speed up 7| between colors 1
P N N Smoothing
Input w;+>—> F;xael-level sallepcy » Final saliency map
Image p computation
Color cluster .| Spatial distances
distribution "] between colors

Color-spatial feature

Fig. 1. Saliency detect algorithm

2.1 Color-Complexity Feature

A saliency value of a pixel is definition by its differences with all other pixels in image.
Formula (1) is the pixel I; saliency value in an image I,
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S(L) =Y CD(I,, 1)) (1)

V[jEl

where CD(I;, 1)) is the color distance metric between pixels /; and I; in the L*a*b* color
space [6, 8]. The following formula (2) is obtained by expanding this equation,

S(I;) = CD(I;, 1) + CD(I;, L) + ... + CD(I;, Iy) (2)

where N is the number of pixels in image /. Its means that pixel with the same color
value would be have a same saliency value according to (2). Thus (2) need further
restructured, such that the terms with the same color ¢, are rearranged to be together,

S(I;) = S(¢)) = CD(cy — 1) +CD(c, — ¢2) + ...+ CD(c, — c4)

S() = S(e) = S fy - CD(epcy) ()

where ¢, represents the color of pixel I, f, is the occurrence frequency of color ¢, in
image I and n is the total number of colors Color category. The histogram was
exploited to make a statistics of color distribution for its simple and rapid process.

The computational complexity of Eq. (3) is O(N) + O(nz), which means that
reducing the number of colors 7 is a key for computation speed up. The color has 256°
possible values, where the value of each color channel locates in the range of [0, 255].
Zhai and Shah [8] reduce the number of colors to n* = 2567 only adopted luminance,
because of its only employs two color channels, whereas the information of the third
color channel was ignored. In this paper, full color space instead of luminance was used
by dividing each color channel into 12 values for reduce the number of colors to
n® = 12° rapidly, which once proposed by Cheng et al. [6] At the same time, con-
sidering that some colors just appears rarely and the resulting saliency map almost
suffered from no affect if without them, so we can further reduce n by ignoring those
colors that with less occurring frequencies. Thus by this means, the number of colors
n was reduced greatly which made computation more efficiently.

2.2 Color-Spatial Feature

Performance comparison of HC and RC [6] implies that taking spatial information into
account could improve the results substantially. To the same contrast difference extent,
those surrounding regions have more contribution for a region saliency than those
far-away regions. So naturally we integrate spatial weighting to increase the effects of
closer regions and decrease the effects of farther regions.

According to the foregoing discussion, the number of colors n was reduced to a
considerable small number around by choosing more frequently occurring colors and
ensuring these colors cover the colors of more than 95 % of the image pixels, we
typically are left with around n = 85 colors. Then calculate the spatial distance between
colors after finding k mass centers exploiting k-means for each color. The initial value
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k for k-means algorithm should be decided by taking both accuracy and efficiency of
saliency computation into consideration.

Figure 2 shows details of how spatial distance computed between colors ¢, and c,.
For illustrates convenience here k = 3. In Fig. 2, color ¢, has three mass centers,
represented by yellow points, from top to bottom in turn is ¢, 1, ¢, 2, ¢p3. Likewise,
green points (i.e. ¢, 1, €42, C4,3) are the mass centers of color ¢,. We use set,, and set, to
represent the mass centers of colors ¢, and ¢, respectively for illustrate clearly. Then
the algorithm of compute the relative minimum distance between these two sets as
follow:

(1) For ¢, in set,, find the closest point to it in set,, in this example below is ¢, ;.
Then they form pairwise naturally.

(2) Accordingly, c,; and ¢, are removed from its set respectively.

(3) Continually for the remaining points in set, likes step 1 and 2, until set,, is empty.

~

Fig. 2. Spatial distance compute (Color figure online)

The spatial distance of the two colors is defined in (4).

1 kL&
SD(cp, cq) = %; rz:l:mianpJ — cqr|| satisfy (2) in the algorithm above;  (4)
where £ is the number of cluster centers, || . || represent the point distance metric. Then

the saliency value for each color is defined as,
S(I;) = S(cp) = quCD(vacq)SDW(vaCq) (5)
g=1

where ¢, is the color of pixel I;, n denotes the number of colors, CD(cp, ¢,) is the color
dlstance metric between ¢, and ¢, in L"a’b color space. And

SDW (cp, ¢q) = exp{—SD(cp, ¢q)/207} (6)

is the spatial weighting between colors ¢, and ¢
spatial weighting.

4 Where o, controls the strength of
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Finally, a smoothing procedure will be taken to refine the saliency value for each
color. The saliency value of each color is adjusted to the weighted average of the
saliency values of similar colors,

mz (M — CD(c,¢;))S(c;) (7)

i=1

S'(c) =

where m is the number of nearest colors to ¢, and we choose m = n/4, M =
>, CD(c,¢;) is the sum of distances between color ¢ and its m nearest neighbors c;.

3 Salient Region-Based Active Contour Model

While the above steps provide a collection of regions of saliency and an initial rough
segmentation, the goal of this section is to obtain a highly accurate segmentation of
each plant. Operating on a smaller portion of the image allows us to use more complex
algorithms, which likely would not have been efficient and effective in the full image.
The motivation for using an active contour method for object segmentation is its ability
to model arbitrarily complex shapes and handle implicitly topological changes. Thus,
the level set based segmentation method can be effectively used for extracting a
foreground layer with fragmented appearance, such as leaves of the same plant.

Let Q C %7 is the 2D image space, and I: Q — R be a given gray level image. In
[9], Mumford and Shah formulated the image segmentation problem as follows: given
an image /, finding a contour C which segments the image into non-overlapping
regions. The energy functional was proposed as following:

FMS(u,C)/Q(ul)zderu/Q\CVu|2dx+v|C (8)

Where |C]| is the contour length, u, v > 0 are constants to balance the terms. The
minimization of Mumford-Shah functional results in an optimal contour C that seg-
ments the given image I, u is an image to approximate the original image I, which is
smooth within each region inside or outside the contour C. In practice, it is difficult to
minimize the functional (8) due to the unknown contour C of lower dimension and the
non-convexity of the functional.

To overcome the difficulties in solving Eq. (8), Chan and Vese [10] presented an
active contour model to the Mumford—Shah problem for a special case where the image
u in the functional (8) is a piecewise constant function. They proposed to minimize the
following energy functional:

FCV(C,CI,CQ) == )vl/

() — e1Pdx + /o / () — esPdx+vIC] (9)
outside(C)

inside(C)
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Where outside (C) and inside (C) represent the regions outside and inside the
contour C, respectively, and c¢; and ¢, are two constants that approximate the image
intensity in outside (C) and inside (C).

But this Chan-Vese model does not suitable for our plant leaf processing, because
the model has some difficulties for vector-valued color image with intensity inhomo-
geneity. Then Chan-Sandberg-Vese proposed a new algorithm in [11] for object
detection in vector-valued images (such as RGB or multispectral). In this paper, since
we want to take advantage of the existence of multiple image features (in the following
we refer to them as channels) we build our salient region-based active contour model
FSRAC for vector valued images. Suppose we obtained an initial contour C that is a
shape approximation of the object boundary through the saliency detection method
mentioned above, and the image I divided into two parts-salient region Qg and non
salient region Qyg by the contour C. Then add this prior shape knowledge into
FSRAC and the overall energy functional for F**4€ following the formulation in [11] is
defined as:

N N
FSRAC(C, e m ", T ) = [ A 4707 @)dz+ [ 25707 (2)dz
Qg i=1 Qns i=1
07 (z) = |l — ¢ P+|I — mf |
07 @) =l—c|

(10)

where z denotes a pixel location in an image channel I;,i = 1...N, A and /. define the
weight of each term (inside and outside the contour), ¢ is the vector valued repre-
sentation of the mean for each channel outside the contour, and <" and m" are the
vector valued representations of the mean and median respectively for each channel
inside the contour. The way we estimate these statistical quantities will be described
shortly.

Following standard level set formulations [11], we replace the contour curve C with

the level set function ¢ [12]: FSRAC(¢, @ 7™, ¢ 7).

The vectors 7+, 7" and ¢ are defined in similar fashion to other intensity

driven active contour models as statistical averages and medians:

7 (¢) = average(l; € $(z) > 0),
" (¢) = median(l; € $(z) > 0), (11)
T (¢) = average(I; € ¢(z) <0),

for each channel I;, i = 1...N, inside or outside the contour.

Using the level set function ¢ to represent the contour C in the image domain ©Q, the
energy functional can be written as follows:
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N
= [ 2300 -He@E  (2)

where H is the Heaviside function.

. -+ + — e e . .
By keeping ¢, m  and ¢ are fixed, we minimize the energy function

FSRAC (¢, Al ﬁ)+, ") with respect to ¢ to obtain the gradient descent flow as:
99 srac _ 1SS, 2 X
E_é —5(4’)[__211' 0; (Z)+Nzii 0; (2)] (13)

N i=1 i=1

where ¢ is the Dirac delta function.

4 Application and Experimental

4.1 Image-Based Plant Phenotyping Detect

Understanding biological function and the complex processes involved in the devel-
opment of plants relies on understanding the interaction between genetic information
and the environment, and how they affect the phenotype (the appearance or behavior)
of the organism and consequently desirable traits. Model plant systems, such as Ara-
bidopsis thaliana, have been used extensively for this purpose. However, as of today,
inexpensive and automated phenotyping (phenomics) remains a bottleneck. Until
recently most phenotypes (e.g., related to plant growth) were acquired in destructive
ways (e.g., weigh the plant, or cut out and measure a leaf) or involved human survey
(e.g., measuring leaf size or plant radius) in situ without destructing the plant. Naturally
these methods are faced with low throughput and high productivity cost. Consequently,
there has been a growing interest towards developing solutions for the automated
analysis of visually observable traits of the plants [2].

In this section we propose a method adopt model mentioned above for the auto-
mated segmentation and analysis of plant images from phenotyping experiments of
Arabidopsis rosettes. We use the image dataset in [13] which acquired in a general
laboratory setting with a static camera that captures many plants at the same time for
this plant segmentation test.

Prior Knowledge Map: From a computer vision perspective, a laboratory setup for
plant phenotyping experiments presents several challenges such as neon light illumi-
nation, water reflection, shadows, and moss, contributing to noise and scene com-
plexity. To eliminate issues of non uniform illumination (due to lighting distortion from
neon lights and shadowing), when utilizing color information we convert the RGB
color space to ExG = 2G-R-B, where R, G, B are the three components of RGB space,
because the most colors of plant leaf in this test are green.
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Map Fusion: After got the saliency map and the prior knowledge map, then we fusing
them again through the following formula get the final map:

Map; = 0.5 + Map, + 0.5 * Map, (14)

where Map; is fusing map, Map, and Map, denotes saliency map and prior map
respectively, but Map,, must be tuned with same format as Map, and normalized.

Finally, after the fusion map is generated by the formula (14), it is then binarized
segmented by an adaptive threshold T, proposed in [14], defined as twice the mean
saliency of the Map; image:

w
Tu:WiHZZMapf (15)

x=1 y=1

where W and H are the width and the height of the saliency map respectively.

And the contour of the thresholded response forms the initial curve for the active
contour model. The maximum number of iterations for contour evolution is set to 300,
and we used 4 = 1 = 1, for all .

Post-processing: After the segmentation is performed based on the active contour
model, small blobs containing foreground pixels are removed in a way similar to the
procedure used in [15]. To be specific, all holes within each blob are filled by mor-
phological operations and small blobs are removed based on the number of pixels in
each filled blob. Empirically, a small blob is determined by the following criterion, that
is, one smaller than the half of the largest blob: 0.5 X max ,cp |b| where b is an
individual blob, B is the set of blobs and | - | the number of pixels in the blob.

To compare the segmentation performance between the “reference segmentation”
marked by specialists in [13] and an outline from our model. We employed the fol-
lowing metrics:

P P 2-TP

Precisi — " Recall(%) = ———— Di =
recision(%0) = zp——p  Recall(0) = 7=y Picel) =5 pp AN

where TP, FP, and FN represent the number of true positive, false positive, and false
negative pixels, respectively, calculated by comparing algorithmic result and
ground-truth segmentation masks. Precision is the fraction of pixels in the segmentation
mask that matches the ground truth, whereas recall is the fraction of ground-truth pixels
contained in the segmentation mask. The Dice similarity coefficients are used to
measure the spatial overlap between algorithmic result and ground truth. All of these
metrics are expressed in percentages, with larger values representing higher agreement
between ground truth and algorithmic result.

This level of accuracy is observed across in [13] dataset. Table 1 reports averaged
results of segmentation accuracy over the whole dataset. The Reference method is an
approach based on K-means, due to its widespread adoption in plant segmentation
which shows poor accuracy in terms of precision and Dice, and a very high recall value
due to the constant over-segmentation (i.e., the plant is fully contained in the
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Table 1. Accuracy comparison

System | Accuracy %

Precision | Recall | Dice
[11] 97.08 95.86 |96.44
Reference | 60.82 99.87 |74.65
Ours 87.68 89.13 | 88.40

a)origin b)saliency c) ExG d)fusing e)ours f)ground truth

Fig. 3. Image-based plant phenotyping detect (Color figure online)

segmentation mask, along with large portions of earth and moss from the background).
The method in [2] appears the best in results for its balance in all influence factors. Our
proposed system also achieves a good accuracy in this test as show in Table 1 and
Fig. 3.

4.2 Diseased Plant Leaf Detect

This section describes an image processing based our method for identifies the visual
symptoms of plant diseases, from an analysis of colored images. The plant diseases
model is basically the same as the 4.1 above. Whereas the prior knowledge map in here
is not the ExG but an R-channel in RGB map because the most color of plant diseases
location is a deep color such as yellow-red. The adaptive threshold T, defined as 1.5
times of the mean saliency Mapy here. The test image dataset we used was referred to
[1], which include 20 diseased leaves images. The experimental comparison illustrated
as follow examples in Fig. 4 and Table 2 demonstrates that our model has a nearly good
segmentation effect as [1], but we provided a novelty approach.
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a)original b)saliency ¢) priori d)fusing

e) binarization f)ground truth h) [1]method i) Ours

b)saliency c) priori

=8

e) binarization  f)ground truth h) [1]method i) Ours

Fig. 4. Diseased plant leaf detect (Color figure online)

Table 2. Average matching and misclassified rate on 20 images

System | Matching % | Misclassified %
[1] 76.55 11.90
Ours |72.78 18.37
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Conclusions

In this paper, we present a new plant leaf image segmentation method that is based on
active contours combined with saliency map. It is known that saliency region detect can
easily attain the approximate contour of the desirable object in image, and then set it as
the initial position of evolution curve for active contour model to construct a new level
set energy functional with a more faster evolution speed and more accurate object
segmentation. Finally, experiments comparison on two applications demonstrates that
our proposed model has a good effect on plant leaf image segmentation.
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