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Abstract. At-home exercise programs have met limited success in rehabilita-
tion and training. A primary cause for this is the lack of a trainer’s presence for
feedback and guidance in the home. To create such an environment, we have
developed a model for the representation of motor learning tasks and training
protocols. We designed a toolkit based on this model, the Autonomous Training
Assistant, which uses avatar interaction and real-time multi-modal feedback to
guide at-home exercise. As an initial case study, we evaluate a component of our
system on a child with Cerebral Palsy and his martial arts trainer through three
simple motion activities, demonstrating the effectiveness of the model in rep-
resenting the trainer’s exercise program.
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1 Introduction

Under the guidance of therapists and trainers, many individuals have successfully
acquired and reacquired motor skills in rehabilitation and training programs worldwide.
A critical component in that success has been the introduction of at-home components
to rehabilitation and training, the benefits of which have been well-noted [1, 2].
However, since trainers and therapists often cannot be present for the at-home
self-practiced segment of an individual’s training, individuals often fail to perform the
recommended amount of at-home exercise in the long term [3]. Given that the inten-
siveness of therapy has been known to correspond with health outcomes [4], this is a
critical issue for motor recovery in general.

To remedy this issue, telerehabilitation and outpatient rehabilitation programs and
other at-home services are seeking an optimal mechanism for therapist-prescribed,
self-managed exercise in the home environment. One of the key elements in this
process which lacks evidence in research is the design of a feedback environment and
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interface to allow individuals to complete computer-based home therapy for upper limb
motor acquisition and recovery [5].

To explore this issue, we are developing a model and toolkit for the delivery of
customized exercise programs by therapists and trainers in the home. The toolkit,
entitled “The Autonomous Training Assistant” (ATA), is a computer-based system
which utilizes multi-modal concurrent feedback and the guidance of a virtual avatar to
represent the trainer’s presence in at-home training.

The system consists of three main components:

1. An interactive exercise interface in which a virtual avatar acts as an individual’s
trainer at home

2. Authoring software which allows to assign customized exercise routines
3. A rod-shaped training device, the “Intelligent Stick”, through which individuals

interact with the virtual trainer.

This system motivates and empowers individuals to take control of their home exercise
using a model of action observation which provides fine-grained feedback and
knowledge of performance in real-time. An overview of related work in Sect. 2 indi-
cates the need for an effective feedback environment which we explore in the imple-
mentation and evaluation of the model and ATA toolkit. In Sect. 3, we describe the
model for motor-learning which motivates our toolkit’s design. In Sect. 4 we describe
the details of our implementation and initial design of the avatar software, Intelligent
Stick prototype, and authoring interface. In Sect. 5 we evaluate our initial prototype of
the Intelligent Stick prototype for both usability and accessibility, as well as the
effectiveness of our training model in representing a training program, in a case study
involving a child with Cerebral Palsy and his martial arts trainer. We conclude in
Sect. 6 with directions for future work including a longitudinal study of the effec-
tiveness of the ATA in the home environment.

2 Related Work

2.1 Action Observation Model

A primary weakness in many solutions for at-home motor learning is the lack of a
cognitive model for learning to inform the design and implementation of the system.
An early attempt at outlining such a model for stroke rehabilitation emphasized the
need for frequent repetition of the specific motor tasks pertaining to an individual’s
goals, as well as the importance of visual information in the environment in directing
an individual’s posture and form during motor training [6]. These foundational prin-
ciples have resulted in a wide variety of strategies to induce motor learning in indi-
viduals undergoing rehabilitation [7]. While these interventions serve well within
specific clinical contexts of motor learning, a more flexible model for motor skill
acquisition is required for a minimally-invasive solution within the home environment,
in the physical absence of a therapist.

Recently, the action observation model has been touted in research as a viable
solution to this problem [8]. This model conveys motor learning as an interaction
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between the subject and a demonstrator, where the subject first observes as the dem-
onstrator performs the required motion and degree for each exercise, then attempts to
replicate the demonstrator’s motion [9]. Neuroscience points to the activation of
“mirror neurons” as the catalysts of learning through action observation and motor
imagery for both the upper and lower extremities, in the presence or absence of a
visible effector limb [10–13]. The application of the action observation model to the
design of games and gaming environments for at-home motor learning has yet to be
explored. We utilize the action observation model in the development of the Auton-
omous Training Assistant.

2.2 Feedback Environments

While the action observation model provides insights into the method by which
individuals interact with therapists and trainers to acquire motor skills, it is an
incomplete model of the motor learning process because it does not fully explain
how these skills are reinforced through repetition, and does not fully grasp the role
of the trainer or therapist in this process. The other component which completes this
explanation is the feedback model. The elements of this model include the fre-
quency and nature of the feedback, and the sensory channels through which this
feedback is communicated to the subject. Earlier work by Hartveld and Hegarty
describes the most critical aspects of feedback from therapists in a physiotherapy
context [14]: it is frequent, flexible and qualitative, and can be conveyed both
verbally and nonverbally. More intriguingly, this work also points out that the
equipment used in therapy can also play a critical role in providing feedback that is
quantitative, objective, immediate and accurate, which can complement a trainer’s
feedback and provide the information that trainer needs to assign new goals for the
subject on a regular basis.

These findings are the basis for our inclusion of the Intelligent Stick device within
the Autonomous Training Assistant not only as a game controller, but also as equip-
ment which provides feedback to the user. More recent studies on feedback within
rehabilitation and training have revealed further details on how it can be most effec-
tively administered. One such study by Parker et al. suggests that the given feedback be
customizable [15]. Several works emphasize the benefits of multi-modal feedback but
caution that the effectiveness of multimodality vary by individual [16]. The virtual
presence or representation of a therapist or trainer is described as an effective strategy
for delivering this feedback in the absence of a real therapist [17]. We explore this
feedback in the Autonomous Training Assistant through both the Intelligent Stick and
the virtual trainer.

3 Proposed Model and Approach

Based on the above principles, we propose the following model for the acquisition of
motor skills in rehabilitation and training, consisting of the subject (the observer) and
the trainer (the demonstrator):
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• Action Observation: The observer watches and listens as the demonstrator per-
forms and explains an exercise using a piece of training equipment at the expected
degree of motion.

• Motor Imagery: As the observer watches and listens, he or she imagines com-
pleting the motion with his or her body, creating a mental mapping of the motion.

• Action Replication: The observer then attempts to replicate the demonstrator’s
motion using the training equipment. During these attempts, the user receives
feedback from both the demonstrator and the equipment which comprises knowl-
edge of performance (pacing, posture, progression toward the targeted degree of
motion) and knowledge of results (number of successful completions of the
required motion, improvement since previous session). This feedback is frequent,
accurate, verbal and non-verbal, multi-modal, and occurs in real-time.

• Evaluation: During each attempt, the observer uses the information provided
through feedback to evaluate his or her performance, and attempts to improve
performance on the next attempt.

• Assessment: The demonstrator assesses the observer’s performance and, based on
this information, forms a new set of goals (pacing, degree of motion, number of
repetitions) to assign in the next session.

This version of the action observation model ensures that the principles for suc-
cessful rehabilitation and training [6] are met while the components of observational
learning [9] are preserved. We use this model to design a solution for at-home
exercise by introducing a key middle-agent into the process: the virtual trainer.
This trainer, embodied as a virtual avatar within the home environment, serves as
the facilitator of indirect at-home interaction between the real trainer (we will use
“virtual” and “real” to distinguish between these two entities in this paper) and
trainee. The virtual trainer is programmed with a real trainer’s exercise program
and training protocol on a per-trainee basis (the interface, motions and goals are
different for each individual using the software). The virtual trainer uses this
information to conduct and oversee an individual’s at-home training, including the
following roles:

• Demonstrate visually and provide a description for each motion.
• Measure and record an individual’s performance in real-time using the parameters

given by the real trainer.
• Provide feedback to an individual in real-time on each attempt of an exercise

using the protocol provided by the real trainer (knowledge of performance).
• Provide overall data to an individual on his or her performance after a completed

session for each exercise, based on the parameters given by the real trainer
(knowledge of results).

• Provide data to a real trainer on an individual’s performance per exercise, per
session, on all of the parameters listed by the real trainer. This information should
be usable by the real trainer to assess the trainee, view progress over time, and
provide new goals for each parameter to the virtual trainer.

This framework of interaction, based upon the action observation model given above,
is summarized in Fig. 1.
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4 Implementation

To implement the framework for interaction shown above, we designed the Autono-
mous Training Assistant as a proof-of-concept prototype to determine how well the
framework can facilitate at-home training in a real-world scenario. We focus the scope
of our implementation to upper extremity motor rehabilitation for individuals with mild
to moderate hemiparesis (motor impairment in one arm with full function in the
opposite arm). While this is a very limited scope due to its specificity, it serves as an
initial testing point for our proof of concept. We reserve the generalization of this
approach for future work in which we will explore lower extremity function and
applications toward other populations.

4.1 Intelligent Stick Prototype

The Intelligent Stick is a rod-shaped training stick which is held and swung by the
trainee to complete at-home motion training. Every exercise designed with the ATA
system uses the Intelligent Stick as training equipment. We chose to include the
Intelligent Stick prototype due to the critical role of training equipment in obtaining
objective measures of performance and providing physical feedback to the user [14].
A design sketch of the prototype is shown in Fig. 2. The design consists of a hollow
tube molded with plastic resin durable enough to protect the inner hardware in case of
drops or collisions, and interior modules including a vibration motor, a power supply,
an accelerometer with high-frequency sampling, a gyroscope, and Bluetooth interface
for communication with the software.

Fig. 1. Interactions between virtual trainer and trainer/trainee
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4.2 Motion Authoring

We include Motion Authoring software in the ATA system to initialize and update the
virtual trainer with the training tasks, feedback cues, and goals of the trainer. The same
software provides data on performance to the trainer to allow them to assess and
monitor and individual’s performance and progression through the training, and to
assign new goals for exercises as well as entirely new exercises.

The primary challenge in developing this software is to create a definition of a
motion task that is flexible enough to cover as wide a range of different motions used
by as many different trainers/therapists as possible. To help us achieve this task, we
focus specifically on upper-extremity motion exercises with a single
degree-of-freedom. This limits the software and the system to motion tasks in which the
major joints of the arm (wrist, elbow, shoulder) are rotated along a single plane. While
this presents a major limitation to our current implementation (limited domain of
exercises captured in the software), it enables us to simply and accurately represent a
motion within the software and simplifies the interface for trainers, allowing them to
adjust goals with numeric entry.

Using these restrictions, we define a motion task via the following properties:

(a) Name of the motion
(b) Text description of the motion
(c) Primary limb (elbow, shoulder, wrist) involved in the motion
(d) Unimanual (left or right arm) or Bimanual
(e) Axis of rotation (x, y, or z)
(f) Starting position
(g) Degree of motion
(h) Expected average speed of motion (pace)
(i) Body posture
(j) Time limit to complete the exercise

Fig. 2. Intelligent Stick prototype design sketch
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We represent the trainer’s feedback on these motions as a series of feedback cues.
Each feedback cue is defined with the following attributes:

(a) Parameter of feedback (progression, pacing, posture.)
(b) Threshold of feedback (ex. “pace drops below ½ of expected speed”.)
(c) Feedback modality (Visual, Audio, or Physical)
(d) Description of feedback

A training protocol then simply becomes a set of feedback cues with the attributes
above.

4.3 Virtual Training Software

To administer the at-home training component of the ATA using the information
obtained from the Motion Authoring system, we developed a software interface which
communicates with the Intelligent Stick prototype above to allow a trainee to complete
the exercises assigned by a trainer. This software is developed in the Unity platform
and the current prototype has been deployed on PC. The software consists of a
Heads-Up Display (HUD) which displays visual information on an individual’s pro-
gress and a 3D embodiment of the virtual trainer which demonstrates the motion and
mirrors (imitates) the trainee’s motion as he or she attempts the exercise. The software
may be automated (screens are timed and progress automatically) or controlled man-
ually, depending on the individual’s comfort with keyboard usage. Each exercise
contains the following screens:

• Exercise Title: Name of the exercise is shown.
• Demo: Virtual trainer demonstrates the intended motion task with a text description

on the screen.
• Main Exercise Screen: Virtual trainer mimics the user’s motion with the Intelligent

Stick while feedback is given as selected by the user’s real trainer.
• Report: Shows individual’s performance in terms of number of reps completed,

previous number of reps completed, and highest number of reps completed by that
individual for that exercise.

A screenshot showing an example of the software interface is shown on the left in
Fig. 3. This interface can vary between individuals, as the actual information shown on
screen to each individual is determined by that individual’s real trainer via the Motion
Authoring interface. This allows trainers to adapt not only the exercises and their
complexity, but the complexity of the interface itself, based on each individual’s
progress.

Because the sensors on the Intelligent Stick are insufficient for detecting and
recording information such as body posture, an additional sensing mechanism is
needed. In our implementation, we include the Kinect motion sensor as a simple,
non-intrusive method by which to collect information on body posture. This sensing is
shown in the screenshot on the right of Fig. 3.
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5 Case Study

In a previous user study, we evaluated the usability of the Intelligent Stick prototype
and motion authoring software with users who have no motor impairment [18].
Through this study we eliminated the most basic issues with the usability and acces-
sibility of our device. In order to determine the usability and accessibility of the system
in a rehabilitative setting, and to test the ability of our model to completely capture an
interaction between trainer and trainee, we conducted a case study of the ATA system
between a trainer and a trainee who meets the current user restrictions of our prototype
(hemiparesis, upper extremity motor impairment, mild to moderate degree of
impairment).

5.1 Procedure

The subject of the case study was a 12-year-old child with Cerebral Palsy who is
hemiparetic as a result of the condition. The individual is undergoing martial arts
defense training as a form of motor rehabilitation; consequently, the individual’s
martial arts instructor became the trainer in the study. The study was conducted in the
trainer’s martial arts training facility, and since the training already involved the use of
stick equipment for martial arts defense techniques, we focused on basic stick training
exercises as a testing platform for the Intelligent Stick device. The study was split into
three sessions: regular training with the trainer’s stick equipment, training using the
Intelligent Stick without vibrotactile feedback, and training using the Intelligent Stick
with vibrotactile feedback.

For each session, we observed the interactions between the trainer and trainee on a
set of four basic exercises: elbow flexion/extension, wrist flexion/extension, bimanual
steering, and wrist ulnar deviation in the paretic arm. The first three of these exercises
involve bimanual motion while the last exercise is unimanual. The exercises them-
selves are single-degree-of-freedom exercises selected by the trainer as a part of his
training program, and each meet the limitations and restrictions of our model. For each

Fig. 3. Virtual Trainer software interface (left) and Kinect body motion capture (right)
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exercise, the trainer began by demonstrating a motion task to the trainee for one minute
and then guided the trainee through five minutes of exercise with that motion task. We
recorded each session, observing the subject’s response to the trainer’s feedback and to
the prototype. In the third session (Intelligent Stick device with vibrotactile feedback)
vibrational cues from the Intelligent Stick were used to replace the trainer’s feedback in
indicating when the trainee had reached the targeted degree-of-motion for each exer-
cise. Observational data was used to compare the response of the trainee to this
feedback relative to the trainee’s response to the trainer’s feedback. Furthermore we
collected feedback from the trainer and trainee on the usability and accessibility of the
device, including weight, strength of vibro-tactile cueing, and grip comfort.

5.2 Results

We began by capturing the four required motions using numeric values defined by the
trainer under the definition of motion tasks within our model (speed shown in
degrees/sec and time shown in minutes):

From the three sessions, we were able to observe the following categories of
feedback from the trainer to the trainee during each exercise, all of which serve as
quantifiable parameters within our model:

The feedback from the trainer was consistent across all three sessions, and was
formatted to match the definition of a feedback cue within our framework. An
important attribute of the audio modality was that, as most of the feedback was
delivered verbally within this modality, it was given sequentially rather than in parallel.
For example, if the subject’s posture and pacing both required correction, the trainer
would correct one before correcting the other, with priority given toward posture over
pacing. This feature of the feedback (priority assigned to one category over another
when overlaps occur) is currently not present in our model and will be incorporated in
our next iteration of the design.

For the session using vibrotactile feedback from the Intelligent Stick prototype, the
trainer selected progression as a parameter and chose the endpoints of the motion (the
rest point and the targeted degree-of-motion point) as the critical points which would
trigger half-second vibrations from the device. The Intelligent Stick behaved as follows
for the third session: for each motion, the stick would vibrate at the starting position
and ending position (the targeted angle of motion) of the motion. The instructor chose
the range-of-motion for each exercise based on his current training program. These
values are shown in Table 1. The stick sent a vibrational signal at the start and end
points listed above for each exercise in the third session. The subject was informed of
the purpose of these vibrations before beginning the session, and responded to the
vibrations as though they represented the stick equipment touching the palm of the
trainer to represent a fully-completed motion.

Feedback on usability was generally positive across all exercises. The trainer and
trainee were both satisfied with the weight of the device and the responsiveness and
amplitude of the vibrotactile feedback. However, there was a major concern with
accessibility: as the subject had a weak grip strength in the paretic hand, it was difficult
to secure a grasp on the device, which would hamper the subject’s ability to use the
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equipment at home. To remedy this, we incorporated the same solution which the
trainer used with his regular equipment: we added a strap mechanism to secure the
subject’s grip on the device which consists of a simple band that wraps around the wrist
and is secured with a velcro strip. With the added grip mechanism in place, the subject
was able to proceed through the training by using the Intelligent Stick prototype device
as if it were regular training equipment.

6 Conclusion and Future Work

While the results of this initial study provided limited information regarding the effi-
cacy of the virtual trainer as a solution deployed in the home setting, it has indicated
that our model of action observation can be successfully incorporated within an
existing training program by capturing the motion tasks and training protocol of the
trainer. To address the effectiveness of the virtual avatar, we have begun a longitudinal
case study wherein the same subject will use the device with regular monitoring and
updates from the trainer in the home setting, using the training parameters shown in
Tables 1 and 2, for a period of 6 months. The results of this deployed solution in
long-term at-home training will provide further insights into how this model for motor
learning can constitute an effective, optimal interface and training environment in the
absence of a real trainer.

Upon demonstrating this to be a successful case for this subject, we will then take
steps in future work toward generalization of the model and toolkit by addressing
issues with respect to accessibility and usability across other populations, including the
stroke population, and issues with respect to model accuracy and capacity for repre-
sentation across multiple trainers and training programs. As the domain of training
programs and assessment strategies by trainers captured within the toolkit continues to

Table 1. Case study motion tasks

Name Descrip. Limb Typ. Axis Strt. End Spd. Posture Time

Elbow
flex/ex

Hold stick at rest on
knees, curl elbows up
and down

Elbow Bi. X 0 60 20 Seated,
elbows
tucked
in

5

Wrist
flex/ex

Hold stick at rest on
knees, curl wrists up
and down

Wrist Bi. X 0 30 30 Seated,
elbows
tucked
in

5

Steer Hold stick out in front,
standing, tilt left and
right

Should. Bi. Y 0 45 22.5 Standing,
arms
straight

5

Wrist
uln.
dev.

Hold stick upward in
one hand, tilt fwd and
back.

Wrist Uni. Z 0 25 25 Seated,
elbow
tucked
in

5
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grow, so should the definition of motion tasks and feedback cues to accommodate the
variation in these protocols. We hope that this model for training will serve as a
foundation for a new generation of exergaming interfaces which can directly attribute
their design choices upon the training strategies of expert therapists and trainers.

References

1. Wijkstra, P.J., Vergert, E.M.T., van Altena, R., Otten, V., Kraan, J., Postma, D.S., Koëter,
G.H.: Long term benefits of rehabilitation at home on quality of life and exercise tolerance in
patients with chronic obstructive pulmonary disease. Thorax 50, 824–828 (1995)

2. Legg, L., Langhorne, P.: Outpatient service trialists: rehabilitation therapy services for stroke
patients living at home: systematic review of randomised trials. Lancet 363, 352–356 (2004)

3. Shaughnessy, M., Resnick, B.M., Macko, R.F.: Testing a model of post-stroke exercise
behavior. Rehabil. Nurs. 31, 15–21 (2006)

4. Smith, D.S., Goldenberg, E., Ashburn, A., Kinsella, G., Sheikh, K., Brennan, P.J., Meade, T.
W., Zutshi, D.W., Perry, J.D., Reeback, J.S.: Remedial therapy after stroke: a randomised
controlled trial. BMJ 282, 517–520 (1981)

Table 2. Case study training protocol

Parameter Modality Threshold Description

Progression Audio Subject reaches one of the
endpoints of the motion, or
reaches the halfway or ¾
point in the motion

Verbal feedback:
“Good job, you’re halfway
there.”
“You’re almost there.”
“Good, now bring it back
down to starting position”

Physical Subject stops before reaching
the targetted
degree-of-motion for the
exercise

Trainer uses hand to nudge the
stick up to the targetted
degree-of-motion

Visual No threshold Trainer positions his palm at
the targetted
degree-of-motion,
encourages subject to touch
the palm of his hand with
the equipment

Pacing Audio Subject drops below half the
expected speed or motion or
moves at twice the expected
speed, or subject’s speed of
motion is inconsistent across
the motion

Verbal feedback:
“You are moving too slowly.
Pick up the pace”
-“You are moving too quickly.
Try to slow it down”
-“Try to keep a consistent
pace”
-“Good, keep this pace”

Posture Audio Subject’s elbows move out, no
longer touch sides of body

Verbal feedback:
“Tuck in your elbows”

Interactive Motor Learning with the Autonomous Training Assistant 505



5. Parker, J., Mountain, G., Hammerton, J.: A review of the evidence underpinning the use of
visual and auditory feedback for computer technology in post-stroke upper-limb
rehabilitation. Disabil. Rehabil. Assist. Technol. 6, 465–472 (2011)

6. Carr, J.H., Shepherd, R.B.: A motor learning model for stroke rehabilitation. Physiotherapy
75, 372–380 (1989)

7. Krakauer, J.W.: Motor learning: its relevance to stroke recovery and neurorehabilitation.
Curr. Opin. Neurol. 19, 84–90 (2006)

8. Ertelt, D., Small, S., Solodkin, A., Dettmers, C., McNamara, A., Binkofski, F., Buccino, G.:
Action observation has a positive impact on rehabilitation of motor deficits after stroke.
Neuroimage 36, T164–T173 (2007)

9. Mulder, T.: Motor imagery and action observation: cognitive tools for rehabilitation.
J Neural Transm. 114, 1265–1278 (2007)

10. Garrison, K.A., Winstein, C.J., Aziz-Zadeh, L.: The mirror neuron system: a neural substrate
for methods in stroke rehabilitation. Neurorehabilitation Neural Repair. 24, 404–412 (2010)

11. Ezendam, D., Bongers, R.M., Jannink, M.J.A.: Systematic review of the effectiveness of
mirror therapy in upper extremity function. Disabil. Rehabil. 31, 2135–2149 (2009)

12. Sütbeyaz, S., Yavuzer, G., Sezer, N., Koseoglu, B.F.: Mirror therapy enhances
lower-extremity motor recovery and motor functioning after stroke: a randomized
controlled trial. Arch. Phys. Med. Rehabil. 88, 555–559 (2007)

13. Modrono, C., Navarrete, G., Rodríguez-Hernández, A.F., González-Mora, J.L.: Activation
of the human mirror neuron system during the observation of the manipulation of virtual
tools in the absence of a visible effector limb. Neurosci. Lett. 555, 220–224 (2013)

14. Hartveld, A., Hegarty, J.R.: Augmented feedback and physiotherapy practice. Physiotherapy
82, 480–490 (1996)

15. Parker, J., Mawson, S., Mountain, G., Nasr, N., Davies, R., Zheng, H.: The provision of
feedback through computer-based technology to promote self-managed post-stroke
rehabilitation in the home. Disabil. Rehabil. Assist. Technol. 9, 529–538 (2013)

16. Bongers, B., Smith, S.: Interactivating rehabilitation through active multimodal feedback
and guidance. Smart Healthcare Applications and Services, pp. 236–260 (2010)

17. Jung, H.-T., Takahashi, T., Choe, Y.-K., Baird, J., Foster, T., Grupen, R.A.: Towards
extended virtual presence of the therapist in stroke rehabilitation. In: 2013 IEEE
International Conference on Rehabilitation Robotics (ICORR), pp. 1–6 (2013)

18. Tadayon, R., Panchanathan, S., McDaniel, T., Fakhri, B., Laff, M.: A toolkit for motion
authoring and motor skill learning in serious games. In: 2014 IEEE International Symposium
on Haptic Audio Visual Environments and Games (HAVE) (2014)

506 R. Tadayon et al.


	Interactive Motor Learning with the Autonomous Training Assistant: A Case Study
	Abstract
	1 Introduction
	2 Related Work
	2.1 Action Observation Model
	2.2 Feedback Environments

	3 Proposed Model and Approach
	4 Implementation
	4.1 Intelligent Stick Prototype
	4.2 Motion Authoring
	4.3 Virtual Training Software

	5 Case Study
	5.1 Procedure
	5.2 Results

	6 Conclusion and Future Work
	References


