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Abstract. Guaranteeing privacy in digital systems is an effort that moves
several computing areas such as computer security, cryptography, computer
networks, safe protocols, system design and human-computer interaction. One
of the hypotheses in our work is that many users of mobile applications are not
aware of the risks they run of their data being accessed by intruders, mainly
because they do not know what they are exposed to and then, because the terms
used in access policies are difficult to understand, too long for a dynamic reading
and offer little or no flexibility to allow users to make adjustments according to
their preferences. Improving users’ experience means verifying if the imple-
mentation of new ways of interaction that provide freedom and flexibility in the
control of privacy settings as well as access policies for mobile applications has
allowed for higher levels of security and reliability on the users’ side.
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1 Introduction

Privacy issues have become a growing concern among those who entrust their data to
IT systems, especially considering the numerous reports of security flaws in systems
that had been considered safe; for example, sensitive data stolen or compromised by
hackers and digital espionage scandals.

This is the reason why the trust relationship between a user who wishes to store his
sensitive data and a service that offers storing has become more unstable. It can
be noticed, in modern society, that the very concept of what is private has undergone
transformations and suffered from influences according to the context, be it in the
offline world or the online world.

Many studies have focused on human behavior regarding privacy in online social
networks [1–3] and in ubiquitous applications [6, 8–10]. Some discussion can also be
found on the influence of cultural and emotional issues, on values and awareness
concerning confidence and on privacy awareness as a reflection of users’ attitudes.

One of the hypotheses in our work is that many users of mobile applications are not
aware of the risks they run of their data being accessed by intruders, mainly because
they do not know what they are exposed to and then, because the terms used in access
policies are difficult to understand, too long for a dynamic reading and offer little or no
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flexibility to allow users to make adjustments according to their preferences. In this
sense, two support fronts for users of ubiquitous applications can be envisioned: digital
education and improving users’ experience. The first one involves issues of behavior
related to values and knowledge, specific to each individual, learned at home or
through formal education. Digital education also involves creating regulations to
protect citizens against the use of private information. An example of this is the Marco
Civil da Internet (Civil Rights Framework for the Internet) a law passed by the
Brazilian federal government. This law establishes principles, guarantees, rights and
responsibilities for the use of Internet in Brazil (Lei No 12.965, 2014).

Improving users’ experience means verifying if the implementation of new ways of
interaction that provide freedom and flexibility in the control of privacy settings as well
as access policies for mobile applications has allowed for higher levels of security and
reliability on the users’ side. In this case, a study on the process of applications re-
designing must be developed along with different types of tests. In this sense, the
objective of this research was to analyze issues related to privacy, in regard to legal
aspects and user’s experience, based on the assessment of design products in mobile
Apps.

2 Background

2.1 Privacy

Privacy is a fundamental right guaranteed by the Universal Declaration of Human Rights,
which was adopted and proclaimed by the United Nations General Assembly and states
in its Article XII that “no one shall be subjected to arbitrary interference with his privacy,
family, home or correspondence, nor to attacks upon his honor and reputation. Everyone
has the right to the protection of the law against such interference or attacks” [12].

The legal field in Brazil provides specific definitions in different spheres regarding
privacy and public life. Reference [13] defines a triad of legal rights without which
privacy cannot be guaranteed: (1) the right not to be monitored; (2) the right not to be
registered and (3) the right not to be recognized. The author states that any information
that is judged irrelevant for a system, should not be required or stored, and this includes
photographs as well as unauthorized video and audio recordings. The right not to be
recognized is understood as the right not to have photographs, videos or other records
published in the media.

According to Durlak in [14] privacy is a human value consisting of four elements
he calls rights. Reference [14] divides these rights into two categories. The first cate-
gory includes three rights that an individual can use to fence off personal information
seekers: solitude, anonymity and intimacy. The second category contains those rights
an individual can use to control the amount and value of personal information given
out: reserve (methods of dissemination controling one’s personal information).

Based on the analysis of the definition provided by the Houaiss dictionary for the
term private [15] “3. that which belongs to an individual in particular; 4. that which is
personal and not to be expressed in public; 5. restricted, reserved to the rightful owner;
confidential”, several situations can be identified where these concepts are abused.
The unauthorized use of users’ data, the disclosure of their information and third-party
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publication without the user’s consent, or even when the user himself discloses per-
sonal information due to unawareness or negligence are examples of situations where
the right to privacy is violated. In this sense, privacy is a concept closely linked to the
concept of anonymity regarding the wish to remain unidentified or even be noticed.

Reference [14] introduces a classification of the different types of privacy:

• Personal privacy involves the privacy of personal attributes.
• Informational privacy: the protection of unauthorized access to information itself. It

includes: personal information, financial information, medical information, infor-
mation related to transactions over the Internet.

• Institutional privacy: it refers to the custody of organizational private data (mar-
keting strategies, data on sales and products) as well as information on the business
itself.

Vianna’s concept introduces a vision of greater control regarding data, defining data
protection as something essential [13, 16] offers a complementary opinion suggesting
that the current society has different views on privacy. Driven by a desire to achieve
recognition, members of our society reveal private issues via computational systems.
Reference [16] raises the issue of the value of privacy in modern society where he
considers that, for some subjects, privacy is an irrelevant concept when people in
general give up their private life for the sake of recognition and prominence.

According to [17], the very concept of privacy is changing due to modern life and
the advent of technology. Even if people try to keep their life intimate and private,
many of their actions are registered, such as credit card payments, online shopping,
mobile phone calls and Web searching among others [14, 17].

It can be noticed that the concept of privacy is subjective and can vary among
different individuals and cultures. Whatever is acceptable for some people might be
considered a violation to privacy for others. Privacy is also determined by the envi-
ronment, the individual time and confidence awareness, which may or not encourage a
person to reveal more or less information.

2.2 Brazilian Efforts Towards Preserving Privacy

The Brazilian Constitution [19], when listing Citizens’ Individual and Collective Rights
and Responsibilities, states in its 5th Article, Paragraph X, that “intimacy, privacy,
honor and the image of people are inviolable, being the right to compensation guar-
anteed for property or moral damages resulting from their violation”.

Still, Brazil has been concerned, along recent years, about the recurrent digital
privacy and espionage problems and has consequently taken some initiatives to reg-
ulate these issues. The Internet Governance Act (Law nº 12.965, 2014) establishes
principles, guarantees, rights and responsibilities for the use of Internet in Brazil. This
law comprises three major aspects of Internet use: neutrality, privacy and freedom of
expression. The Law states in its 8th Article that “the guarantee of the right to privacy
and to freedom of expression in communication is a pre-requisite for the full exercise of
the right to internet access…”.
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There is such a great concern about these issues in Brazil that, in a democratic way,
a public debate (http://participacao.mj.gov.br/dadospessoais/) is being carried out on
the preparation of a draft for a Data Protection Bill. Any person, not necessarily a
Brazilian citizen, can participate with suggestions on the minutes. There is an English
version available online (http://participacao.mj.gov.br/dadospessoais/2015/02/texto-do-
anteprojeto-disponivel-em-ingles/).

The bill draft on data protection intends to ensure control and transparency for
citizens about which data corporations and government are dealing with and how they
are dealing with them. It is expected that this regulatory bill will protect citizens in all
instances and sectors in which personal data are managed, establish bases for addressing
issues related to surveillance and monitoring of the Internet and its applications, be
aligned with international standards and, furthermore, according to principles of security
and responsibility, provide for eventual user’s compensation for damages.

Another initiative was triggered by the Special Commission for Human-Computer
Interaction that is linked to the Brazilian Computer Society (SBC). During the IHC
2012 symposium (XI Brazilian Symposium on Human Factors in Computational
Systems) a panel entitled “Great HCI Research Challenges in Brazil – Gran DIHC-BR”
was put up to receive proposals from the HCI community. According to the report that
summarizes the proposals [20], the great challenges that resulted from the panel
“represent the HCI community’s reflection on the field, likely to inspire and guide the
course of HCJ research in the country for years to come. We hope that these Great
Challenges serve as a guiding principle for the development of projects to produce
significant scientific advances, with social and technological applications”.

The proposals discussed in the panel were divided into five thematic groups. The
G4 - Human Values, considers “Privacy within the Connected World” as one of the
challenges, bringing forward issues such as: “What information is collected and what
can it, directly or indirectly, expose about the users? How can users be allowed to
anticipate the combination of parameters in terms of what information about them is
visible and to whom? How can harmonious levels of sociability and privacy be
guaranteed?” [21].

The report proposes the discussion and publication of articles within the field and
the survey of design products (hardware, software, websites, etc.) that explicitly con-
sider these aspects, among other strategies to deal with this challenge. One of the
difficulties and barriers for the success of the mentioned studies is “the difficulty in
aligning research and the creation of legal regulations, due to the lack of communi-
cation between the academic and the legislative spheres. Those who make laws is not
necessarily involved in or knowledgeable about the research studies in the area.” In this
sense, the discussion proposed in this paper articulates the elements above, comparing
concepts and legal regulations with technical aspects related to privacy in mobile
applications.

2.3 Related Works

Privacy exposure is critical in ubiquitous and or pervasive systems. This is due to the
fact that applications need to capture and share context data from users to be able to
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take advantage of their features. According to [6], there are growing concerns about the
misuse of location data by third parties, which fuels the need for more privacy controls
in such services. Reference [5] state that “the pervasive computing paradigm raises the
level of the challenge to protect privacy of end-users, mainly due to the fact that
devices operating in such an environment will be embedded in the fabric of the
everyday life and will exhibit enhanced tracking and profiling capabilities”.

In the authors’ view, basic characteristics introduced by these systems generate the
new Privacy Enhancing Technology (PET), since “appropriate mechanisms that are
able to evolve with the needs of the users and interact with them in order to meet their
privacy requirements” are necessary. Reference [10] argue that “when sensors capture
data about people, and digital systems interpret and respond to that data below the line
of user visibility, two fundamental questions arise. First, are current notions of consent
relevant in the emerging class of pervasive systems and, secondly, what are the
practical consequences of dealing with consent for such environments?”.

According [8], we live in a world where people often decide to sacrifice their
informational privacy for useful or free services. The author’s opinion is that “privacy
is a right, but security is a primary state function” since “a loss of privacy can result
immediately in a loss of security when data become public or leak”. He then adds: “we
must ensure that our social norms reflect not only the pleasure we get from visibility to
the network, but also the important benefits that protecting privacy will produce for
society as a whole. This can’t be a matter of regulation, but rather depends on us all
taking our responsibilities seriously.”

With the emergence of more lenient privacy protection laws, those who develop
systems should pay attention to the compliance of legal requirements and users’ sat-
isfaction. Reference [7] proposed a technique called Privacy Interface Analysis where
“the human factors requirements for effective privacy interface design can be grouped
into four categories: (1) comprehension, (2) consciousness, (3) control, and (4) con-
sent”. This technique shows how interface design solutions can be used when devel-
oping a privacy-enhanced application or service.

Reference [9] conducted an online study aimed at understanding the preferences
and practices of LSS users in the US. The authors found that the main motivations for
location sharing were to connect and coordinate with one’s social and professional
circles, to project an interesting image of oneself, and to receive rewards offered for
‘checking in.’ In this study, there are design suggestions, such as delayed disclosure
and conflict detection, to enhance privacy-management capabilities of LSS. They are:

• Delayed disclosure: this usage suggests that it may be possible to mitigate many
location-sharing regrets and privacy violations simply by decoupling the time of
location broadcast from the time of the decision to share location (e.g., by daily or
weekly batching).

• Special handling of purpose-driven sharing. In cases where location disclosures
serve an immediate and specific purpose, specialized handling could provide better
privacy depending on the purpose. In the way of example, the authors mention
recommendations made in situations which might be published later on.

• Conflict detection. Over 20% of research respondents who experienced location-
sharing regrets mentioned that the regret was caused by being caught lying.
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For example, a user might be cautioned before sharing location if his or her calendar
indicates a conflicting event at another location.

Luger and Rodden [10], through a review of multidisciplinary perspectives on consent
and technology, offer a set of recommendations to designers as considerations for
future systems design: (i) electronic consent mechanisms (ECMs) must cease to be
designed around ‘moments in time’ and allow for negotiation; (ii) systems should
enable establishment of user expectations and development of norms; (iii) systems
should be sensitive to third-party interactions; and (iv) we should move beyond
designing for user control towards designing for user autonomy.

In the analysis of specific studies on privacy in social networks [1–3], it is evident
that there is a common concern about understanding human attitudes related to the
behavior when faced with privacy issues: security awareness, confidence awareness,
the influence of cultural issues, the influence of knowledge about the risks related to a
high exposure of private information as well as the necessary skills to maintain
protection.

3 Methodology

The issues discussed in this article are part of a research project in an international
partnership between France and Brazil1 in which an architecture that supports the
development of ubiquitous applications called Devices, Environments and Social
Networks Integration Architecture (DESIA) [18] was proposed. The concepts of the
proposed DESIA architecture are detailed in terms of services, requirements and
architecture. The main services offered by DESIA are: collection, storage and query of
context information; situation inference; user and environment interfaces; and inte-
gration with external sources of data. The functional requirements were grouped in
seven different categories including Location-related requirements; Privacy; and
Security and permissions. Examples of Privacy-related requirements are:

PRIV-01. The architecture must permit setting the user’s privacy options.
PRIV-03. The architecture must permit defining rules to obtain third parties’
information, considering confidentiality, reputation mechanisms and information
classification, for example.
PRIV-05. The system must include documents detailing the Terms of Use and
Privacy Policy of the application, which must be available for users and these must
be explicitly notified about any alteration.
PRIV-06. The system must provide dynamic solutions aligned with the application
features so that users may choose what information they desire to be visible or to be
shared in which contexts, so as to safeguard their privacy.

Associated Non-functional requirements are:

1 Sponsored by Fapemat, Brazil.
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NFR-03. The system developers must use techniques according to usability
regulations.
NFR-04. The architecture must consider cultural aspects.
NFR-05. The architecture must provide Terms of Use and Privacy Policy according
to existing laws in each country.

The efforts committed to this stage of the research, of an exploratory character and
qualitative approach, are included in the detailed explanation of these functional and
non-functional requirements. They are based on: (1) the analysis of how applications
have implemented terms of use and privacy policies; (2) studies related to the study
object in the area of HCI; and (3) the study of regulations, considering the need to
understand the whole context and the ease of use of the systems. In order to achieve
this, concepts on privacy and the legal apparatus in this area in Brazil were analyzed,
especially in the Marco Civil da Internet [11] (Brazilian Internet Governance Act) and
in the Data Protection Bill.

Aiming to analyze privacy features and settings of the applications, five applica-
tions were inspected, along with their terms of use and privacy policies. Based on the
survey of the applications’ design products, problems and solutions are discussed in
order to improve user experience from the perspective of privacy.

The results of this stage will help elaborate guidelines in favor of the quality of user
experience in ubiquitous systems from a privacy perspective, being this a future stage
in the study.

4 Exploratory Study

The exploratory study involved the analysis of the Terms of Use and Privacy Policy of
five randomly chosen applications: Viber (text messaging and phone calls), Waze
(community-based GPS), Facebook Messenger (instant messaging). Snapchat (picture-
based messaging) and Google Now (intelligent personal assistant). This resulted in a
report offering a critical analysis of the privacy problems found and suggestions to
improve users’ experience.

Among the applications that were analyzed, Snapchat, Viber and Waze do not
present the text for the Access Policy and/or Terms of Use in Portuguese, which makes
reading difficult and probably leads the user to simply agree having no idea of what is
written. Other applications, even though they present a Portuguese version of the Terms
of Use, make it clear that, in case of divergence, the English version is the only one that
will be considered.

In some cases, the labelling is in Portuguese, but the section’s contents are in
English. Depending on the users’ literacy level, these issues may interfere with the use
of the application causing doubts as they go against usability principles such as ease of
use, consistency and standardization.

Reference [23] state that in Human-Centered Informatics “it is important to
understand people’s situated interactions with information, in other to help us under-
stand how to better support them”. The authors propose a model with core elements of
an anticipation-based information journey, with thinner arrows indicating feedback,
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anticipating demands. Anticipating the demands of interpretation and validation, it is
possible to select sources in which they have confidence while also selecting topics (or
reinterpreting a question) in order to minimize the interpretation demands.

Moreover, this kind of situation could have been foreseen in legal rules of the
countries where the applications are used; in the case of Brazil, the Internet Governance
Act should discredit any application that does not make the Terms of Use text available
in the country’s native language.

In general, the Terms of Use and/or Privacy Policy are long texts to be read on a
smartphone’s interfaces. In some applications such as Waze and Facebook Messenger
the interfaces are offered with a summary data and services that the application can
access. However, it can be noticed that these interfaces are purely informative and they
do not allow any type of choice on the user’s part. Application users are nowadays
made hostages considering that in order to use the application the user must accept the
Terms of Use and other policies in full.

The installation of the Facebook Messenger application for messaging has recently
become mandatory for Facebook users. It is very likely that thousands of Facebook
users have not bothered to read the Messenger Terms of Use. Furthermore, when
modifying the decoupling of the application to the social network, many users became
confused with alterations such as: the request to access the camera or the microphone in
the mobile device and published news on the application’s permissions on an Android
system [22].

In view of this, three items considered problematic in the Terms of Use were
chosen to be described:

1. Permission to access the call history in the device, including incoming and outgoing
calls. This permission simply creates log files in the device, but other malicious
applications can access this information without the user realizing. This kind of
permission may challenge security policies, since the creation of log files and the
fact that malicious applications may access this information turn the risk of
improper use imminent.

2. Permission to access information on the user’s contacts, including the frequency
with which the user communicates via e-mail or other means of contact. Such an
authorization may indicate a breach in security, since as the App scans the user’s
device looking for other Apps to synchronize information, confidential data might
be used without the user’s permission. Even when this information is used to
improve the user’s experience in using the application, the user has no knowledge
nor has he consented to this action.

3. Permission to access the user’s personal information that is stored on the device,
such as contacts’ name and data. This means that the company may identify the user
and keep a customer database.

Along this short list, two kinds of problem can be identified: first, permission is
unrestricted, i.e. the term does not clarify that the application may access the user’s
whole contact list because it needs this access when the user wants to use a contact to
make a call through the App. In this case, the text does not help the user to trust the
application. The second problem is that it is difficult to understand the application’s real
need to access certain data, such as the above-mentioned situations.
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Such situations are not only found in Facebook Messenger, but in other applica-
tions as well. On the on hand, the user needs the services, agility or convenience the
application offers; on the other hand, the application does not help the user to establish
an adequate confidence for its use. Even so, there is a concern in the sense that many
users simply ignore the risks and terms of use, either because of their need or hurry to
use the application or in order to feel part of a social group.

In another application (Viber), privacy policies lead users to understand that their
information is protected. Yet, a study carried out on this application by researchers of
the UNH Cyber Forensics Research & Education Group at the University of New
Haven [24] in the US identified, by testing mobile phones in 2014, that the application
sent and stored the users’ messages on their servers without encrypting them –

including images, pictures, videos, doodles and location. As privacy is linked to data
security, the group pointed out, in terms of solution: “Make sure the data is encrypted
over a tunnel when it is sent. Also make sure the data is encrypted properly when
saved, and authenticated when being accessed”.

In order to use the Google Now App, for example, the user needs to authorize the
application to collect various personal data. This allows a constant surveillance on the
application’s part. An interesting design solution in this application is that google
makes access to the collected data available to the user so that, in case he does not want
this information to be visible, he can simply delete it. In case the user does not want any
information to be recorded, he can delete everything and cancel the registration defi-
nitely. However, if the user does this, he will not be able to access all the application’s
features, since the he depends substantially on personal information to be able to act.
The Privacy Policy (https://www.google.com/intl/pt-BR/policies/privacy/) is clear
concerning the user’s collected data, how the company uses this information and how it
is protected.

Waze, also Google’s, is an application that provides a lot of interaction with/for the
user, considering as key features issues involving privacy. It allows the user to share his
routes, favorite places, information on accidents and traffic jams, among other data.
Accordingly, people may have their personal activities disclosed, also through the
integration of social networks. At the same time, the application allows that, in the case
the user does not want to share anything, he can just use the GPS in a standard manner.
In addition, in order to use the application in all its features, the user should not be
bothered by, for example, the sharing of his information on alternative routes, if he did
accept and authorize the Terms of Use.

Another interesting solution for these applications, regarding the deletion of users’
data, an issue that has been put forward by Internet regulatory laws, is the specification
of the maximum latency time that the user data may be stored after canceling the
account. Except for cases where the information is part of a lawsuit, the user may be
notified when the data has been definitely excluded from the server. Furthermore,
applications must be careful not to have user data stored by third-party applications
without prior notice, not to cause conflict between Terms of Use and Privacy Policies.

According to Article X in the Internet Governance Act, “the custody and avail-
ability of the connection and access logs to Internet applications to which this law
refers, as well as that of personal data and the contents of private communications, must
meet the preservation of intimacy, private life, honor and image of the directly or
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indirectly involved parties”. According to the law, “the content of private communi-
cations will only be made available by means of a court order”.

The Draft Bill on Data Protection states in its Article 6 nine principles on the
processing of personal data. The following two principles serve as example: “I –

Principle of purpose, by which the processing must be made according to legitimate,
specific and explicit purposes known to the holder; II – Principle of adequacy,
according to which the processing must be compatible with the aimed purposes and
with the holder’s legitimate expectations according to the processing context”. Even
though the text is still being discussed, it can be noticed how the existing Terms of Use
and/or Privacy Policies will need to be improved, considering that they are usually
generalist, superficial and not very explicit about the requirements of use and pro-
cessing of personal and sensitive data.

In addition, the Draft Bill on Data Protection explicitly deals on the difference
between personal data, sensitive data and anonymous data. Once approved, even after
alterations, the Data Protection Law may become a landmark in Brazil to safeguard
fundamental rights such as freedom, intimacy and privacy of a person.

One possibility, during the design or re-design of applications, viewing to meet
privacy regulations, is the mapping between the items in the Terms of Use and the
application’s features in order align them with the systems requirements.

5 Conclusions

Privacy, as a software requirement, needs to be guaranteed by technical and legal
means. Understanding privacy as a social and cultural process, it must be delivered to
the user in a simple and clear manner, since he will be continuously interacting with
computer systems. Privacy modeling is a challenge in mobile applications, especially
those that require location-sharing services.

If on one hand we have a wealth of interesting, useful, free solutions, on the other
hand we need to produce terms of use and privacy policies that are clear to users and in
agreement with legal regulations. Faced with so many privacy-related challenges, the
issue is how to structure users’ consent to the use of their data. How can the design of
applications favor reliability and provide the user with security. How can terms of use
be developed in order to make them more interactive?

Another relevant issue is the fact that many companies make their terms of use so
that they can protect themselves against users’ misuse and not really thinking about the
users. Many of the inspected applications make the user a hostage when he must accept
the entire terms of use and allow more access to data than he would need so that he can
use the application in all its features.

As much as interactive solutions are required, from the perspective of implemen-
tation, it is well known that it is challenging to suggest terms of use where users may
choose specific items, since such choices might interfere in the system’s features.
However, intermediate solutions can be thought of. In addition, warnings can be given
out to the user while he is using the application, not only in situations where he is
disclosing private information, but also as an educational tool.
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Privacy protection involves education, technology and rules. In this sense, the
creation of regulations, discussing them and analyzing technological solutions must be
done constantly. Certainly, these three fronts must be in harmony, since technology
provides services that will result in regulations. Education in turn assumes knowledge
and skills so that users may use it in the best possible way in order to, for example,
understand and have control over the privacy settings of each application.

Future stages of this research will involve interviewing professionals in the fields of
sociology, law and computing. The objective is to deepen knowledge on the concept,
and social, legal and technological issues surrounding the understanding of privacy and
terms related to the establishment of confidence, the social circle among others.
A quantitative research will be carried out with users of X, Y and Z-generation
ubiquitous applications, as a follow up to works the group has already started [4]. This
research intends to understand the behavior of the three different generations faced with
the use of mobile technology as well as analyze how they react to the privacy and
security issues. Results will help produce guidelines to enhance use experience in
ubiquitous systems from the perspective of privacy.
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