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Abstract. Multithreaded wavefront-based alignment procedure is used in the
PSS-SQL language that allows for flexible scanning of databases of protein
secondary structures and finding similarities among protein molecules. Efficiency
of the process depends on several factors, including the way how the similarity
matrix, calculated during the process, is divided into areas, the number of CPU
cores possessed by the computer hosting the database with PSS-SQL extension,
and structural patterns submitted by users in PSS-SQL queries. In this paper, we
show how we achieved consensus values of area sizes for the multithreaded
wavefront-based alignment procedure by a series of experimental trials. Availa-
bility: PSS-SQL extension for Microsoft SQL Server database management
system can be downloaded from PSS-SQL project home page available at: http://
www.zti.aei.polsl.pl/w3/dmrozek/science/pss-sql.htm.
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1 Introduction

Proteins, molecules of life, have usually complex construction that is described on four
representation levels, from primary to quaternary structure [5]. Protein secondary struc-
ture as a representation level describes protein construction in terms of regularly occur-
ring shapes, including a-helices, p-strands, loop, turns, or coils (Fig. 1a), that protein
amino acid chain can adopt in some of its regions. This representation level is very
important for studying potential functions of protein molecules in living cells, determi-
nation of domain boundaries, topology recognition, and family assignment. These
processes are usually realized through scanning databases of protein structures and
finding similarities between the specified structural pattern and candidate database
structures. We have developed a dedicated query language called PSS-SQL, which
allows to perform such similarity searches, when protein secondary structures are
collected in relational database [3].
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Fig. 1. Crystal structure of the CAS1-CAS2 complex from Escherichia Coli [12], PDB ID: 4P6],
chain A: (a) tertiary (3D) structure with secondary structures (spiral a-helices, wavy f-strands,
and loops) exposed in RasMol [14], (b) two representations of secondary structures in relational
databases used by PSS-SQL: (fop) full, showing types of secondary structures for corresponding
residues, and (bottom) compressed, describing types and lengths of secondary structures
identified; types of secondary structures: H — a-helix, E — p-strand, C — loop, turn or coil, U —
undetermined structure.

1.1 PSS-SQL for Scanning Protein Secondary Structures in RDBMS

PSS-SQL (Protein Secondary Structure - Structured Query Language) [10, 11]is a query
language that allows execution of similarity searches against sequences of protein
secondary structures stored in relational database management systems (RDBMS). PSS-
SQL was initially developed in Institute of Informatics at the Silesian University of
Technology in Gliwice, Poland in 2009 and later enriched by several improvements.
Technically, PSS-SQL is an extension to the Transact-SQL language implemented in
Microsoft SQL Server RDBMS. The great power of PSS-SQL lies in the fact that it is
a declarative language. While writing PSS-SQL queries, programmers and bioinforma-
ticians, equipped with a library of functions and procedures extending standard
searching capabilities of the database engine, specify the structural pattern of a protein
for which they want to find similar proteins, provide what they want to display, where
the data are stored, i.e. in which tables of the database, and how to filter them. For
example, a simple SELECT statement, which is used to retrieve and display proteins
that are similar to the given structural pattern, may have the following form:

SELECT p.protAC AS AC, p.name, s.matchingSeq, p.secondary

FROM ProteinTbl AS p dbo.sequenceMatch (p.id, 'secondary'
'e(1;10),¢c(0;5),h(5;6),c(0;5),e(1;10),c(5)"') AS s
WHERE p.name '$Staphylococcus aureuss' p.length 150

ORDER BY AC

This sample query returns Accession Numbers (AC) and names of proteins from
Staphylococcus aureus having the length greater than 150 residues and structural region
containing B-strand of the length from 1-10 elements, optional loop up to 5 elements,
an a-helix of the length 5 to 6 elements, optional loop up to 5 elements, a p-strand of
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the length 1 to 10 elements and a 5 element loop. The structural region is defined by
structural pattern e (1;10) ,c(0;5) ,h(5;6),c(0;5),e(1;10),c(5) passed
to the sequenceMatch table function invoked in the FROM clause (dbo is a database
schema name). Secondary structures are stored in the secondary column of the
ProteinTbl in the form presented in Fig. 1b (top). Two additional columns, namely
matchingSeq and already mentioned secondary, which are listed in the SELECT clause,
show the exact pattern sequence that was matched to a candidate protein from the data-
base and full secondary structure of the candidate protein. The matchingSeq column is
returned by the sequenceMatch function.

1.2 Multithreaded Wavefront-Based Alignment

Due to the approximate nature of the similarity searching appropriate dynamic program-
ming alignment procedure underlies all similarity searches and matches realized in PSS-
SQL queries. More efficient scanning is achieved when the alignment procedure is
preceded by multiple scanning of the segment index (MSSI) created for the table column
storing secondary structures [10]. The index uses the representation of protein secondary
structures shown in Fig. 1b (bottom). The alignment procedure makes use of results of
the multiple scanning of the segment index. Therefore, this variant of the alignment
procedure is marked as +MSSI.

In the +MSSI variant of the alignment the candidate database sequence of secondary

structure S€ is represented as follows:

S€ =515, 551, ..., sC1 (1)

n'n’

where single element sjc € {H,E,C,U} corresponds to single secondary structure

(segment) identified in the protein, /; is the length of the jth segment measured in residues,

and n is the number of segments. Example of such a sequence is shown in Fig. 1b
(bottom).

Query protein structure S€ is represented as follows:
S = 5% suy), s2 (), sg(lg;ug), 82, 2)

where single element siQ € {H,E,C,U} corresponds to single secondary structure
(segment) of the structural pattern provided by a user, [, u; are lower and upper limits
for the length of the i segment, both measured in residues, and m is the number of
segments in the query pattern. Example of such defined pattern is shown in the sample
PSS-SQL query presented in Sect. 1.1.

In the +MSSI variant of the alignment procedure, we calculate the similarity matrix
D according to the following formulas.

D;, =0fori € [0;m] and D,; = 0 for j € [0:n] 3)
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where d;; is the matching degree between elements of both sequences:
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where w, is a matching award, and w_ is a mismatch penalty. Additional matrices E

and F are used for fast calculation of horizontal and vertical gaps:

— Ei—l.j -0 _ Fi.j—l -6
E;; = max { Dy, - and F;; = max =0 6)

for:

E;y=0dlai € [0;m],F;y =0dlai € [0;m]
Ey;=0dlaj € [0sn], Fy; = 0dlaj € [0sn]

where: ¢ is the penalty for opening a gap in the alignment, and § is the penalty for
extending the gap.

Since the alignment procedure is computationally costly, we have developed the
multithreaded (+MT) implementation of the procedure. This implementation improves
efficiency of the computational procedure, while the computational complexity of the
alignment algorithm remains unchanged.

While performing the multithreaded, pairwise alignments the search engine of the
PSS-SQL language calculates the similarity matrix D. Particular cells of the matrix
depend on each other (each cell D;; can be calculated only, if cells D;.; ., D; .5, Dy
have already been calculated), so calculations must occur in a particular order. To avoid
costly synchronizations of threads, the similarity matrix is divided into areas, which are
assigned to working threads. Calculations are performed diagonally for areas, according
to the wavefront approach [1, 6], as it is presented in Fig. 2.

While details of the alignment algorithm and general conclusions on performance
of PSS-SQL queries were reported in [7, 10], the question remains how the size of the
area influences the efficiency of PSS-SQL queries. Moreover, there are additional three
factors that influence efficiency and should be taken into considerations: (1) the number
of CPU cores possessed by the computer hosting the DBMS with the PSS-SQL exten-
sion, (2) structural patterns submitted by users in PSS-SQL queries, and (3) character-
istics of the data stored in the database. Since each user may work on its own repository
and we are unable to predict the characteristics of data collected in it, we decided to
investigate the first and the second of the mentioned factors. In this paper, we show how
we achieved consensus values of area sizes for both variants of the multithreaded wave-
front-based alignment procedure by a series of experimental trials.
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Fig. 2. Wavefront-based calculation of similarity matrix divided into areas (A,,). Compressed
sequences of secondary structures (described by type and length of the structure) are located along
vertical and horizontal edges of the matrix. We assumed that query protein structural pattern is
defined precisely. Arrows show dependences between calculated areas. Areas already calculated
are marked in grey, the area currently being calculated is marked in orange (A, ;). Steps of the
wavefront approach are marked by dashed lines.

2 Consensus on the Area Size

Area sizes for the +MT+MSSI variant of the alignment procedure were chosen exper-
imentally taking into account various patterns and varying number of CPU cores. Tests
were performed on the Microsoft SQL Server 2012 EE working on nodes of the virtual-
ized cluster controlled by the HyperV hypervisor hosted on Microsoft Windows 2008
R2 Datacenter Edition 64-bit. The host server had the following parameters: 2x Intel
Xeon CPU E5620 2.40 GHz, RAM 92 GB, 3x HDD 1 TB 7200 RPM. Cluster nodes
were configured to use from 1 up to 4 CPU cores and 4 GB RAM per node, and worked
under the Microsoft Windows 2008 R2 Enterprise Edition 64-bit operating system. Tests
were performed on the database storing 6 360 protein structures and for PSS-SQL
queries containing patterns representing various classes:

e class I: short patterns and patterns frequently occurring in the database, e.g.,
¢(10,20), h(2;5), ¢(2;40);

e class 2: patterns with precisely defined regions, e.g., region e(/5) in the sample
pattern e(4,20), ¢(3;10), e(4,20), ¢(3;10), e(15), ¢(3;10), e(1,10), ¢(3;10), e(5;12);

e class 3: patterns with unique regions, e.g., region h(243) in the sample pattern
h(10;20), c(1;10), h(243), c(1;10), h(5;10), ¢(1;10), h(10;15);

e class 4: patterns with undefined type of secondary structure (wildcard symbol ?) and
with unlimited length of one of its regions (wildcard symbol *), e.g., region ?(1,;30)
and e(5; *), in the sample pattern ¢(10;20), h(2;5), ¢(2;40), ?(1;30), e(5;*).
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Query patterns chosen for our tests had different characteristics and were representatives
of possible patterns that can be entered by users. During experiments we have not
observed any dependency between types of the secondary structures specified in patters
and the execution time. The aim of the series of tests was to determine the possible best
size of the area, which was assigned to every single thread. We have checked different
area sizes for the following heights and widths: 1, 2, 3, ..., 9. We tested popular config-
urations of 1, 2, 3, and 4 threads working in parallel, which corresponded to 1, 2, 3, and
4 CPU cores available for the database management system. This gave (972)e4 = 324
combinations that were examined for each query pattern.

In Table 1 we can see execution times for the sample PSS-SQL query containing
sample pattern from class 2. The class represents complex patterns that consist of many
segments. As we can notice in Table 1 smaller area sizes (especially the size 1 X 1) result
in higher execution times. Increasing the area size above 2 X 2 reduces the execution
time. However, changes of the area size (above 3 X 3) do not affect the execution time
significantly. The same tendency was observed in all tested cases, i.e. while testing
various numbers of threads for different query patterns.

Table 2 shows relative execution times for the same pattern class. The table is
presented as a heat map, where particular cells are colored using the red color (worst
result), through yellow, and green color (best results). Results are expressed as a
percentage - 0 % denotes the longest execution time, 100 % denotes the shortest execu-
tion time. Values are calculated according to the following expression:

;’@ — M . 100% (7N
Y max () — min(¢)
where: 7;; is measured execution time of the sample query taken from Table 1 for the
corresponding area size, max(t), min(t) are maximal and minimal execution times of the
query (in Table 1).

Table 1. Execution times (s) for PSS-SQL query with sample pattern from class 2 parallelized
on 4 threads for various sizes (W X H, H for query sequence, W for database sequence) of area

1 7.074 5580 5209 4.712 4.622 5293 4.437 4.490 4.770

2 5.825 4.955 4.806 4.514 4.422 4.365 4.521 4.358 4.399

3 5.672 4.945 4599 4519 4.491 4.428 4.483 4.377 4.372

4 5569 4.891 4.643 4.566 4.602 4.397 4.295 4.444 4.398

5 5.384 5.026 5.336 4.565 4.571 5.870 4.379 4.487 4.684

6 5296 4.712 4.872 5.620 4.522 4.535 4.490 4.402 4.462

7 5325 5.052 4.618 4.558 4.568 4.512 4.382 4.534 4.484

8 5289 4.733 4.866 4.567 6.289 4.524 4.536 4.456 4.375

9 5276 4.581 4.791 4538 4543 6.133 4.376 4.423 4.510
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Table 2. Relative execution times t;/?} for PSS-SQL query with sample pattern from class 2

parallelized on 4 threads for various sizes (W X H) of area (%)

H\W 1 2 3 4 5 6 7 8 9

1 0.00 | 53.76 [ 67.11 | 84.99 | 88.23 | 64.09 | 94.89 | 92.98 | 82.91

2 4494 | 76.25 | 81.61 | 92.12 | 95.43 | 97.48 | 91.87 | 97.73 | 96.26

3 50.45 | 76.61 | 89.06 | 91.94 | 92.95 | 95.21 | 93.23 | 97.05 | 97.23

4 54.16 | 78.55 | 87.48 | 90.25 | 88.95 | 96.33 | 100.00 | 94.64 | 96.29

5 60.81 | 73.70 | 62.54 | 90.28 | 90.07 | 43.32 | 96.98 | 93.09 | 86.00

6 63.98 | 84.99 | 79.24 | 52.32 | 91.83 | 91.36 | 92.98 | 96.15 | 93.99

7 62.94 | 72.76 | 88.38 | 90.54 | 90.18 | 92.19 | 96.87 | 91.40 | 93.20

8 64.23 | 84.24 | 79.45 | 90.21 | 28.25 | 91.76 | 91.33 | 94.21 | 97.12

9 64.70 | 89.71 | 82.15 | 91.26 | 91.08 | 33.86 | 97.09 | 95.39 | 92.26

The heat map (Table 2) reveals preferred and recommended area sizes (green) and
those that should be avoided (red and orange). We have to remember that various query
patterns and the number of possessed CPU cores may move the best point in any direc-
tion. Therefore, we have made these types of statistics, as presented in Tables 1 and 2,
for all tested patterns in all tested classes for all tested n-core CPU configurations and
area sizes. Then, in order to determine a universal area size for common patterns we
have calculated the value of weighted arithmetic mean taking into account the partici-
pation of popular n-core processors in the market (n =1, 2, 3, 4) and possible assignment
of logical CPU cores in virtualized environments. We have arbitrary chosen the
following values of weights: 15 % for 1-core CPUs (1 core = 1 thread execution), 40 %
for 2-core CPUs, 5 % for 3-core CPUs, and 40 % for 4-core CPUs. Results are presented
in Table 3. Best execution times (relative to the worst case) were obtained for the area
width greater than 6. Height of the area has no significant impact, since compressed
query sequences of secondary structures are usually short, while database sequences are
relatively longer. In Fig. 3 we can see the histogram of the number of secondary struc-
tures identified in proteins stored in tested database. It shows that most of the proteins
have less than 100 secondary structures (segments). Therefore, widths of whole simi-
larity matrices after compression of sequences of secondary structures should be lower
than 100 elements in most cases. Heights of whole similarity matrices depend on the
query pattern. For example, the sample query pattern from pattern class 2 contains 9
segments, and consequently, the height of the similarity matrix is 9. Therefore, on the
basis of our experiments, we have chosen 3 X 7 (H X W) for the area size, i.e., 3 for the
query pattern and 7 for database sequence of secondary structures.
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Table 3. Weighted arithmetic mean for relative execution times of all PSS-SQL queries paral-
lelized on various number of threads (1, 2, 3, 4) depending on the sizes (W X H) of area (%)

H\W 1 2 3 4 5 6 7 8 9

1 36,49 | 45,79 | 63,88 | 70,29 | 73,26 | 75,49 | 77,51 | 79,44 | 79,46

2 44,13 | 52,33 | 67,74 | 72,89 | 75,43 | 77,18 | 79,25 | 80,29 | 80,31

3 56,68 | 6291 | 73,89 | 76,78 | 79,04 | 80,28 | 82,61 | 82,45 | 82,58

4 61,38 | 65,6 | 74,35 | 77,04 | 77,54 | 77,87 | 82,57 | 80,83 | 79,67

5 64,27 | 67,12 | 72,63 | 75,1 | 75,81 | 77,35 | 78,28 | 79,01 | 79,45

6 65,67 | 68,07 | 72,64 | 7542 | 75,95 | 77,27 | 77,65 | 78,54 | 78,93

7 66,72 | 69,47 | 73,91 | 73,48 | 75,49 | 77,66 | 79,75 | 80,44 | 80,96

8 66,97 | 69,76 | 76,11 | 75,51 | 74,9 | 7598 | 79,46 | 79,57 | 80,47

9 68 70,54 | 76,36 | 75,28 | 74,54 | 75,95 | 79,84 | 80,07 | 80,39

Numberof proteins

_________ Y S |

Number of secondary structures)|

f T T 1

300 400 500 600

Fig. 3. Histogram of the number of secondary structures (segments) identified in proteins
deposited in tested database.

3 Related Works

Advantages of a declarative processing of biological data with the use of the SQL query
language were noticed in the last decade, which resulted in the development of various
SQL extensions. One of the first extensions was ODM BLAST [15], which was developed
for Oracle RDBMS. ODM BLAST allows to align and match amino acid sequences of
proteins (primary structures) and nucleotide sequences of DNA and RNA acids. Simi-
larly, BioSQL [2], which makes use of particular modules of BioJava [13], provides a
generic relational model for persistent storage of bio-molecular sequences, features,
sequence and feature annotation, a reference taxonomy, and ontologies (or controlled
vocabularies). Various bio-oriented projects may utilize the information by means of
object-relational mapping (ORM). Recently reported P3D-SQL [9] extends Oracle
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PL/SQL capabilities by providing a set of functions and procedures that allow to perform
structural alignments and superposition of 3D (tertiary) protein structures. Declarative
processing of protein secondary structures is available by means of PSS-SQL [10, 11]
and the query languages developed by Hammel and Patel [4] and Tata et al. [16]. These
languages allow searching on the secondary structure of protein sequences. Allmentioned
projects confirm that for bio-database developers, highly skilled users, also those working
in the domain of structural bioinformatics, the SQL language became an important
communication interface.

4 Discussion and Concluding Remarks

By providing the PSS-SQL libraries to Microsoft SQL Server (version 2012 or higher)
we have extended standard capabilities of the Transact-SQL language towards processing
biological data. PSS-SQL extensions allow to store, index, process, compare, align and
match protein structures based on their secondary structures in the relational database
management system. These operations can be especially beneficial for database devel-
opers, data analysts, data scientists and programmers working in the domain of structural
bioinformatics.

Efficiency of these operations, especially PSS-SQL queries, depend on several
factors, including the internal configuration of the multithreaded wavefront-based align-
ment procedure, which is one of the two main phases of the query execution process. In
this paper, we tried to show how we achieved the consensus area size for the alignment
procedure by a series of experimental trials. We took into account two important factors
that may influence the execution time, i.e., various query patterns (their lengths, unique-
ness, vagueness) and the number of available CPU cores. These investigations allowed
to develop efficient, domain-specific query language. Results of our experiments made
PSS-SQL competitive to similar solutions implemented by Hammel and Patel [4] and
Tata et al. [16], although, both mentioned solutions do not utilize alignment at all.
Detailed performance evaluation and comparisons between mentioned query languages
for protein secondary structures reported in Mrozek et al. [10] show that even with the
computationally costly alignment the PSS-SQL is able to find protein similarities effi-
ciently becoming a successful example of a DBMS-side processing. In such a way, PSS-
SQL joins a narrow group of bio-oriented SQL extensions, such as BioSQL, ODM
BLAST, and P3D-SQL, complementing the group with the important capability of
finding similarities among proteins on the basis of their secondary structures. Thereby,
PSS-SQL becomes a declarative, domain-specific query language for protein similarity
searching and protein function identification on commonly available workstations
without specialized equipment.

There is still a possibility to improve the efficiency of the PSS-SQL, e.g., by a paral-
lelization of the alignment procedure on GPU devices. We have successfully developed
such an alignment procedure for secondary structures in the GPU-CASSERT method
[7, 8]. In the GPU-CASSERT the alignment of secondary structures alone (phase 1)
takes just a fraction of seconds. However, the data must be prepared appropriately before
the alignment begins, and data transfers between the host workstation and global
memory of the GPU device also take some time.
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Availability. PSS-SQL is free for scientific and testing purposes. It is available from
PSS-SQL project home page at: http://zti.polsl.pl/w3/dmrozek/science/pss-sql.htm.
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