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Abstract. Gender recognition is a relevant problem due to the num-
ber and importance of its possible application areas. The challenge is
to achieve high recognition rates in the shortest possible time. Most
studies are based on Local Binary Patterns (LBP) and its variants to
estimate gender. In this paper, we propose the use of Binary Robust
Independent Elementary Features (BRIEF), Oriented FAST and Ro-
tated BRIEF (ORB) and Binary Robust Invariant Scalable Keypoints
(BRISK) in gender recognition due to their good performance and speed.
The aim is to show that ORB and BRISK are faster than LBP but allow
to achieve similar recognition rates, which makes them suitable for real-
time systems. For the best of our knowledge, it has not been studied in
literature.
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1 Introduction

Image processing and computer vision play an important role in the study of
human biometric identification attributes. Gender, age and ethnicity are aspects
that identify individuals and allow the improvement of various applications.
Human-Computer Interaction systems, surveillance, content-based indexing and
searching, biometric systems, demographic research, market research and con-
struction of targeted advertisements are some areas where this attributes would
be useful because they require reliable user information to provide service cor-
rectly. The gender recognition problem has been studied from different view-
points. Most studies are based on the analysis of faces because these are one
of the less invasive biometric characteristics; recently, head-shoulders combina-
tion was investigated showing good accuracy in gender estimation [8]. In several
studies it was observed that intentionally adding distorted images to the training
data allows classifiers to be more robust [3]. The present challenge focuses on
getting elevated rates of gender recognition with the fastest response times.

Fig. 1 shows the structure of a typical gender recognizer. It can be divided
into three consecutive steps which are Face Detection, Feature Extraction and
Gender Classification.
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Fig. 1. A Tipical Gender Recognition System Structure

A method used to locate human faces in an image (in Face Detection stage),
is the Viola-Jones algorithm [17] that provides high success rates and a low
computational cost, making it feasible for use in real time. Various techniques
have been analyzed for Feature Extraction, from those based on dimensionality
reduction (LDA, ICA, PCA) [5,10] to the most recent ones that have attempted
to improve robustness to rotations, brightness variation and noise [1,3]. Among
the most widely used techniques, are Local Binary Pattern (LBP) and its vari-
ants LBP Histogram Fourier (LBP-HF) and Rotation Invariant Uniform LBP
(LBPYr%) [1,14,19,20]. Gender recognition is a binary classification problem; the
subject can be classified as either male or female. The most widely used classifiers
for solving the Gender Classification stage, are Support Vector Machine(SVM)
and Adaboost. SIFT [9] and SURF [4] are two keypoint detectors and descriptor
algorithms that are commonly used in computer vision to extract image descrip-
tors because they provide good performance at a low computational cost. They
inspired the creation of a group of methods that generate binary feature vec-
tors; BRIEF [6], ORB [15] and BRISK [7] are three of them. Several interesting
investigations that test and analize these methods have been published since
2011 [11]. The studies have shown that these techniques are faster than SIFT
and SURF, achieving high success rates in recognition problems. The aim of this
paper is to evaluate the use of BRIEF, ORB and BRISK in face gender recogni-
tion and show that ORB and BRISK are more suitable to use in real-time gender
recognizers than LBP, which for the best of our knowledge, has not been studied
in the literature. The recognizers are generated combining this methods with
SVM and Adaboost. In our experiments we analyze and compare their accuracy
and response time to observe which has the best ratio between recognition and
time performance.

This paper is organized as follows: in Section 2, we give an overview of the
methods used to generate the gender recognizers. Section 3 shows the experimen-
tal results and comparisons between the recognizers studied. Finally, in Section 4
we expose our conclusions and discuss the future works.

2 Feature Extraction and Gender Classification

In this paper we focus only on the Feature Extraction and Gender Classifica-
tion stages to generate the gender recognizers (see Fig. 1). We categorize the
feature extraction methods used into two groups: those based on LBP varia-
tions and those that generate descriptors from a set of points of interest such
as BRIEF, ORB and BRISK. The keypoint detection algorithms suggested for
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these techniques [6,7,15] detect only a few points per face image and the descrip-
tors generated using these points have little descriptive power. Wang et al. [18]
studied gender recognition using SIFT descriptors and found the same problem:;
they implemented a “dense” version of SIFT as a solution. The same idea is
used in this paper: points are extracted from the face images using a regular
grid, creating a “dense” version of BRIEF, ORB and BRISK. Faces are previ-
ously reshaped to 62 x 62 pixels; the same number of keypoints are extracted
for each one. The classification algorithms used to estimate the gender of faces
are SVM with a linear kernel and Adaboost. The input of each classifier is the
set of descriptors extracted from the images.

2.1 LBP

The original LBP operator [13] labels the pixels of an image with a binary
number defined as

7
LBP(x,y) = Z Sl —I(z,y))2" (1)
n=0

where I, with n = 0,1,...,7 are the neighbors of I(x,y) and the thresholding
function S(z) is 1 if z > 0 and 0 otherwise. A local binary pattern is called
uniform if it contains at most two bitwise transitions from 0 to 1 (or viceversa)
when the binary string is considered circular.

LBP" [13] is built rotating circularly each LBP binary code into its mini-
mum value

LBP""" = min ROR (LBP,) (2)

where ROR(z, 1) denotes the circular bitwise right rotation of bit sequence z by
i steps. LBP-HF is another rotation invariant image descriptor based on uniform
LBP [2,13]. The feature vector consist of three LBP histogram values (all zeros,
all ones, non-uniform) and the Fourier magnitude spectrum is defined as

(H(n,w)| =/ H (n, u) H (n, u) 3)

where H(n,-) is the DFT of n-th row of the histogram h;(Up(n,r)):

P-1
Hn,u) = 3 hy(Uy(n, r))e2m/? (1)
r=0

and Up(n,r) denotes a specific uniform LBP pattern.

In order to characterize a face more efficiently it is also necessary to store
spatial information with any variants of LBP. To do this, a face image is divided
into small regions from which LBP descriptors are extracted and concatenated
into a single feature vector [1].
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2.2 BRIEF

The BRIEF descriptor [6] is a description of an image generated from a set
of points of interest. For each keypoint k, a patch P of size S x S around k
is considered. The feature vector of P, is constructed from a set of pairwise
intensity comparisons. To do that, a test 7, on Py is defined as

_ 1 i pr(x) < pe ()
Tk (Pry 2, y) = {() otherwise ©

where p(z) and pg(y) are the intensity in a smoothed version of Py, at points x
and y, respectively. The descriptor of Py is defined as a vector of n binary tests:

fu (Pe) =2 (P, i, i) (6)
=1

2.3 ORB

The ORB descriptor [15] is based on BRIEF. The idea is to steer the BRIEF
descriptor according to the orientation of keypoints. For each keypoint k, a set
of n binary tests at location (x;;y;) define a 2 X n matrix:

:L’l e xn
Sk = 7
) ;
Using the patch orientation 6, calculated from the intensity centroid of the
patch and the corresponding rotation matrix Ry, a “steered” version Sy of Sy, is

built: Sy = RySk. The steered BRIEF descriptor is calculated as f, (P;) using
only the points in Sy:

Gn (P, 0) = fu(Py)  for (i, y:) € Sp. (8)

where Py is the patch around k and f,, is the BRIEF descriptor, defined in
equation (6).

2.4 BRISK

The idea is similar to BRIEF. In BRISK [7], the characteristic direction of each
keypoint is identified to allow for orientation-normalized descriptors. The BRISK
descriptor uses a pattern for sampling the neighborhood of a keypoint k. Consid-
ering the set A of all sampling point pairs centered at k, two subsets are defined,
one of short-distance pairings Sk = {(pi,p;) € Ak : ||pj — pill < dmas} and an-
other one of ¢ long-distance pairings Li = {(p;,p;) € Ak : ||p; — pill > Omin}s
where 045 and d,,, are distance thresholds. For each pair (p;,p;) € Ag, the
local gradient g (p;, p;) is estimated by

I(pj)—1I(p:)
Ip; — pil?

9)

9 (pispj) = (pj — pi)
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where T (pi) and I (p;) are the smoothed intensity values at points p; and pj,
respectively. Iterating through the point pairs in Ly, the overall characteristic
pattern direction of the keypoint & is estimated as

9=G)" =, X oWon) (10)

(pi»pj)ELK

For the formation of the descriptor, BRISK applies the sampling pattern rotated
by o = arctan2 (g, gy) around the keypoint k. The bit-vector descriptor dj, is
generated by performing all the short distance intensity comparisons of point
pairs (p?, p;“) € S (i.e. in the rotated pattern), such that each bit b corresponds
to: ~ _
1 if I (p¢ I(p¢
o={0 e o) €8, a

3 Experimental Results

Combining the feature extraction methods with the classifiers, we built the gen-
der recognizers. The structure feature extractor + classifier is used in this paper
to differentiate the recognizers; for example ORB + SVM indicates that SVM
and ORB are the methods used; when using LBP, the size of the blocks taken is
given in brackets. To evaluate their capability and performance, two databases
were considered: FERET [12] and FEI [16]. All images correspond to front faces
of different people whose ages are between 18 and 40. In the experiments, we
used a subset of 300 faces of FERET and a subset of 200 faces of FEI. 50 faces of
FEI were extracted for testing the recognizers; the remaining images were used
for training. Similarly, 200 faces of FERET were used for training and 100 for
testing. The number of men and women in all cases is the same. Some examples
from the FERET database are shown in Fig. 2.

Fig. 2. Examples of frontal faces from the FERET database

We analyze the accuracy of each gender recognizer training and testing them
with each database. Fig. 3 shows the recognition results achieved using BRIEF,
BRISK and ORB as well as to extend the results obtained with the recogniz-
ers based on LBP and LBP-HF that present the highest rates; above each bar
is the percentage of recognition. The recognition rates obtained are more ele-
vated with FEI than with FERET, however this database has more variety in
the physical features of the faces. The best performance is achieved with the
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Fig. 3. Recognition rates achieved by different gender recognizers
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Fig. 4. Response time of different gender recognizers

recognizer ORB+Adaboost and with the ones that use the SVM classifier, ex-
cept when using the feature extractor BRIEF; they show between 96% and 94%
accuracy with FEI and between 91% and 93% with FERET. BRIEF+SVM
and BRIEF+Adaboost provide rates considerably lower than those presented
by the other methods. This experiment allows us to observe that ORB+SVM
and ORB+Adaboost achieved similar rates to those obtained using LBP variants.

The feature extraction is a time-consuming task so it is important to investi-
gate which are the most computationally efficient methods. To do this, we study
the response time of each recognizer, calculating the average time per face. The
computer used in our experiments has an Intel Core 15-2310 processor running at
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Fig. 5. Experimental results of gender recognition using ORB and Adaboost. Black
and white rectangles indicate the subjects are recognized as one male and two females,
respectively.

2.90 GHZ and 4 GB of RAM memory. Fig. 4 shows that the fastest methodolo-
gies are the ones using BRIEF, ORB and BRISK, being those based on LBP the
slowest ones. It can also be seen that Adaboost is a faster classifier than SVM.

Analyzing the results of both experiments, we can see that although BRIEF
is the fastest method, the recognition rate achieved by the recognizer is poor
compared with the other tested methods. LBP variants and ORB reach high
and similar levels of recognition performance, but differ significantly in time
performance; ORB proves to be the fastest among these techniques. ORB +
Adaboost is the “best” gender recognizer studied because it has the best ratio
between recognition performance and time response. Fig. 5 shows and output
visualization of gender estimation using this recognizer.

4 Conclusions

In this paper many combinations of feature extractor + classifier for gender
recognition have been compared from the point of view of recognition accuracy
and response time. The feature extractors considered here were: Uniform Ro-
tation Invariant LBP, LBP-HF, BRIEF, BRISK ORB, and the classifiers were
Adaboost and SVM. Recognition performance was poor for BRIEF, specially in
the case of the FERET database. It was better for BRISK and even better for
ORB, as well as for the LBP methods. For these latter ones, time performance
is poor compared with BRIEF, BRISK and ORB. For classification and time
performance, the combination ORB+AdaBoost is the best. Future work aims at
the implementation of a real-time system using the recognizer ORB+Adaboost
and its application to mobile devices, as well as to extend the studies to consider
age recognition problem.
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