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Abstract. A classification of acoustic lung signals for the respiratory
disease diagnosis problem is studied in the present work. Models based on
artificial neural networks, using Mel Frequency Cepstral Coefficients for
training are employed in this task. Results show that neural networks are
comparable, and in some cases better, with other classification techniques
as Gaussian Mixture Models, that work on the same database.
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1 Introduction

Chronic respiratory diseases (CRD) are a critical problem of health public in
developing countries [1]. Diagnostic of this kind of diseases can be a challenge
for the medical staff when there are have limited resources in rural regions far
from big cities. In this way, new technologic tools can contribute to clinicians
and physicians in diagnostic tasks, supporting with additional information, due
to that diagnosis varies according to access to medical care of each patient [2].

In addition, for respiratory diseases diagnosis, traditional methods to assess
lung functions are based on auscultation. Disadvantages of these methods has
to be with the use of stethoscope, because it is a subjective process, depending
on stethoscope characteristics and the capabilities of the physician [3]-[4].

Computer-aid decision support systems are commonly used in the biomedical
fields due to information that can provide in diagnostic assignments [5]. This
information is useful for the medical staff when need extra help. Most of these
systems take advantage of previous stored data, and then are used in a procedure
known as data mining [6], where artificial neural networks (ANN) are preferred
due to flexibility in treatment for any kind of data.

Artificial neural networks are mathematical tools for modeling in high di-
mensional classification problems, establishing a non-linear relationship between
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input variables and known outputs in a supervised learning [7]. Examples of
ANN in respiratory diseases diagnosis can be seen in [8]-[10], where clinical and
epidemiological variables are used to train the neural models.

For ANN training, datasets are necessary with parameters that represent the
input vector. These features can be extracted from data of the patients involved,
signal processing representation or image processing parameters. In the present
case, lung acoustic signal is acquired and processed by Mel Frequency Cepstral
Coefficients (MFCC) to obtain representative parameters of each signal, with
this coefficients is built the dataset for ANN training. This signal processing
technique has shown good results in the representation of acoustic signals of the
respiratory system [11]-[13].

The present work studies the use of ANN as classifier of acoustic lung sounds
related with respiratory diseases. Some experiments are presented, based on sig-
nal processing features and ANN training. Three different classes are defined,
where two represent abnormal sounds and a third class is pointed out as normal.
Results are compared with previous studies, which used Gaussian Mixed Mod-
els and Support Vector Machines for the classification [11]. Other studies were
reviewed in [14], showing methodologies including neural networks, but without
a use of MFCC technique.

Section two presents the used database, the signal processing and the classifier
implemented, emphasizing in the training of the ANN, where the stage of pattern
recognition is developed. Results of the methodology are presented in section
three. Finally, a discussion and conclusions are showed in sections four and five.

2 Materials and Methods

In this section, first the used database is presented and signal processing devel-
oped over acoustic signals. Then, characteristics about neural network architec-
ture and training are described to show the details of the methodology.

2.1 Database

RALE database [15], developed by the University of Manitoba, Winnipeg,
Canada, was utilized in the present study. This repository is composed by record-
ings obtained from patients who exhibited normal breath, crackles, wheezes and
other lung sounds. Database contains at least with 50 labeled recordings, and
24 non-labeled recordings for system tests. These signals were high-pass filtered
at 7.5 Hz to suppress any DC offset by using a first-order Butterworth filter.
Additionally, a second eighth-order low-pass Butterworth filter at 2.5 kHz was
applied to avoid aliasing. All signals were sampled at 10 kHz.

From RALE database, signals from crackles, wheezes and normal recordings
were used in the present work. These signals have labels necessary to training of
the ANN, and in each of this kind of signals there are more than one register.
Table 1 shows the number of signals for each class.

Signals from crackles represent discontinuous explosive adventitious lung
sounds, and are obtained from patients with cardio-respiratory disorders.
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Characteristics of these sounds are the time length, less than 20 ms, and fre-
quency range, which is typically from 100 up to 2000 Hz [16].

The waveform of the wheeze signals is similar to a sine wave with fundamental
frequency around 100-2000 Hz and. Time length for this kind of signals varies
between 80 to 250 ms [16].

Table 1. Registers for each class

Class of lung signal Number of registers

Crackles 4

Wheezes 4

Normal 5

2.2 Mel Frequency Cepstral Coefficients

Mel Frequency Cepstral Coefficients is a representation from speech signals based
on perception of human being. MFCC use Discrete Fourier Transform (DFT)
and the Discrete Cosine Transform. The main difference is that the bands are
placed in a logarithmic way, according with the Mel scale. In this way, the speech
is modeled by an answer more human, allowing a signal processing more efficient
[17].

For computing of MFCC first the signal is segmented in frames and the DFT
is calculated. Then, the spectrum is filtered using thirteen triangular windows
corresponding to the Mel frequency scale. Logarithmic functions are applied for
each energy computed in Mel frequency bands and Discrete Cosine Transform
(DCT) is used for each log-energy. Finally, the MFCC correspond to the ampli-
tude spectrum provided after DCT (Figure 1).

Fig. 1. MFCC process
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In the present work, signal was divided in frames of 30 ms with a frame shift
of 10 ms. For each frame, thirteen coefficients are computed to represent the
acoustic lung signal due to performance obtained in previous studies [11], [13],
[17].

2.3 Neural Network Training

Neural networks have the ability of learning complex non-linear patterns, based
on input-output relationships, adjusting a set of free parameters known as synap-
tic weights. The most common type of networks employed in classification tasks
are the Multilayer Perceptrons (MLPs), which have only feed forward connec-
tions and are trained in a supervised way [7]. In the present work, MLPs are
employed to learn the patterns that represent the waveform of acoustic signal.

MLP architecture consists of an input, a hidden layer and a output layer.
Number of nodes in the input is given by the 13 coefficients generated by the
MFCC algorithm. Number of units in the hidden layer was heuristically studied,
trying since one to fifteen units. In the output layer were used three units, each
one identifies each pattern. More layers are not used because two layers are
enough for a typical problem of classification [7].

All data were normalized maintaining all data between [0-1] interval for avoid-
ing the saturation of values in the synaptic weights of network. This contributes
to avoid the saturation of the values in the synaptic weights, which are initialized
in a random manner.

Hyperbolic tangent functions are used in each unit as activation functions. In
this way, the units in the output have the value of one when the input belongs
to this class, and -1 when does not belong. Training for MLP is developed in
a supervised manner, where patterns and its labels are necessary. The resilient
backpropagation algorithm was used for the training of the network, due to its
fast and stable convergence [18]. Training set must represent the statistics of the
data, and its construction is important for a good training, because the network
must generalize its performance to new inputs.

In the present study, the database has a limited size, making difficult the di-
vision of the data for training and validation. Alternatives as bootstrapping and
cross validation methods can be useful in these cases extracted from applications
on digital signal processing [19] - [21]. An example of this kind of methods is the
Leave One Out (LOO) method, where the performance of pattern classification
models can be evaluated based on LOO error [22], [23]. The applied method con-
sists in training the network with all data, leaving only an observation out. When
training was finished, the validation is calculated using just with the observation
not included in the training. Finally, there is many models as observations of
database. For this reason the method is employed with databases with limited
observations.

The LOO error is a statistical estimator of the behaviour when a learning
algorithm is used, and it is very useful for model selection because is slightly
biased, despite its empirical error. Also, when the algorithm is stable, LOO
error is low [22], [23]. The LOO error can be calculated by using:
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ELOO(fD) =
1

m

m∑

i=1

�(f i, zi) (1)

where m is the number of samples in the D set, composed by the zi elements,
and it is built the learning algorithm, f i is the function obtained after training.
These methods have been used in applications where models of regression or
structures in time series are required.

As each neural networks is different due to initialization of the synaptic
weights, for each architecture were implemented 100 different initializations to
observe the statistical results due to these parameters.

2.4 Decision Criteria

As mentioned, each signal was divided in frames to extract the MFCC values,
each frame was presented as an input vector to the ANN. The classification was
determined according with the number of activations given by the frames. In this
way, lung signal was classified according with the class with the most number of
activations in each neuron of the output of the network.

3 Results

Results for different ANN architectures are presented in Table 2. In each case,
the number of neurons in the hidden layer was modified and the performance
of network was computed. According with LOO method, validation is obtained
with the sample left out. This means that was trained one neural network for
each acoustic lung signal, obtaining thirteen networks for each architecture.

Table 2. Results for different number of neurons in the hidden layer

Number
of 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Neurons

Crackles 0% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75% 75%

Wheezes 50% 100% 100% 50% 75% 50% 75% 75% 50% 75% 50% 50% 50% 50% 50%

Normal 100% 80% 80% 80% 80% 80% 80% 80% 80% 80% 80% 80% 80% 80% 80%

Total 54% 85% 85% 70% 77% 70% 77% 77% 70% 77% 70% 70% 70% 70% 70%

For each signal, the output of the network was computed by each frame and
with the most class activated, the classification was determined.

Figure 2 shows box plots for different initializations. In this way, the dispersion
as effect of random initial weight values is displayed, the red line point out the
median of the results for 100 different trainings.

Best result was reached with a neural network with two or three neurons in
the hidden layer. In this case, the performance of classification was 85%. For the
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Fig. 2. Results with 100 initializations

crackles class is reached a 75% of accuracy, and for wheezes class all signals were
correctly classified reaching an accuracy of 100%. The normal class obtained a
performance of 80% of accuracy.

4 Discussion

As mentioned, the LOO method attempts to obtain results in terms of efficiency
of the method in a general way. This means that there is not a only one network
that solve the classification problem, there is a study of models based on neural
networks for the classification methodology.

From Table 2 it is possible to see that the best performance for the classifica-
tion is obtained when two or three neurons were used in the hidden layer. This
can be observed in terms of dispersion (figure 2), where lower values are reached
with two and three neurons, too. Models with less complexity are preferable,
according with parsimonious principle, then neural networks with two neurons
in the hidden layer are enough in this case. Models with more complexity are
not necessary, because the network can learn the patterns in the signal represen-
tation. At same time, the results show that the wheezes class is better classified,
where all signals were a correctly classified. In fact, results for two and three neu-
rons in the hidden layer yield less dispersion when 100 trainings with different
initialization were implemented (figure 2).

It is possible to see that when the number of neurons in the hidden layer was
increased, the results decreased, this can be caused by overfitting in training,
making the network be specialized in the subset training. This happens when
models have higher complexity. This can be observed in high dispersion values
for different initializations (figure 2).

As this classification is focused in the respiratory diseases problem, it is pos-
sible compute results in terms of sensitivity and specificity, taking results for
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normal and abnormal signals (crackles and wheezes) these measures were ob-
tained. In the sensitivity case, the method reaches an 87% and for specificity it
is possible to reach an 80%.

Results obtained in the present work are comparable with results from pre-
vious studies [11],[13] where neural networks showed a better performance in
the wheezes and normal cases. Despite of this, results for crackles class, GMM
is better than ANN by 15% of accuracy. More databases and experiments are
needed to conclude about the best classifier. It is important to note, than neural
networks are not parametric estimation models, being an advantage for ANN
over GMM models, which assumes that data have Gaussian distribution.

Complementary experiments with other databases would provide more infor-
mation about the use of present methodology. Databases with more samples give
the possibility of study other kind of validation methods, without the limitation
here exposed in that sense.

5 Conclusions

It was presented an alternative for classification of acoustic lung signals for the
respiratory disease diagnosis problem. Results suggest that neural networks can
be implemented in aid support diagnosis system, when MFFC are used in the
parametric of the signal.

Complex models are not necessary due to the neural network learns the pat-
terns presented using an architecture of thirteen inputs, two neurons in the
hidden layer and three neurons in the output layer.
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