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Abstract. Wearable Augmented Reality (AR) combines research in AR, mo-
bile/ubiquitous computing, and human ergonomics in which a video or optical 
see-through head mounted display (HMD) facilitates multi-modal delivery of 
contextually relevant and computer generated visual and auditory data over a 
physical, real-world environment.  Wearable AR has the capability of deliver-
ing on-demand assistance and training across a variety of domains.  A primary 
challenge presented by such advanced HCI technologies is the development of 
scientifically-grounded methods for identifying appropriate information presen-
tation, user input, and feedback modalities in order to optimize performance and 
mitigate cognitive overload.  A proposed framework and research methodology 
are described to support instantiation of physiologically-driven, adaptive AR to 
assess and contextually adapt to an individual’s environmental and cognitive 
state in real time.  Additionally a use case within the medical domain is  
presented, and future research is discussed. 
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1 Background  

1.1 Wearable Augmented Reality  

Augmented Reality (AR) falls within Milgram’s mixed reality continuum as illu-
strated in Figure 1.  

 

Fig. 1. Milgram’s mixed reality continuum 
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In AR, digital objects are added to the real environment.  In augmented virtuality, 
real objects are added to virtual ones.  In virtual environments (or virtual reality), the 
surrounding environment is completely digital [25].   

While AR technologies include auditory, haptic, olfactory, and even gustatory dis-
plays, the vast majority of AR displays emphasize the visual modality.  Within the 
visual modality, AR displays may be head-worn, handheld, or spatial (i.e., placed in 
the environment), including screen-based video see-through displays, optical see-
through displays, and projective displays [37].  Wearable AR combines research in 
AR and mobile/pervasive computing in which a wearable displays, primarily head-
mounted, and increasingly small computing devices facilitate wireless communication 
and context-aware digital information display [1][10][11][38].  Such displays facili-
tate multi-modal delivery of contextually relevant and computer generated informa-
tion data over a physical, real-world environment.   

The Sword of Damocles, developed in 1968 by Ivan Sutherland with the assistance 
of his student, Bob Sproull, is widely considered to be the first virtual reality (VR) 
and AR head-mounted display (HMD) system [37].  Since that time, AR technologies 
have become increasingly powerful and affordable, as evidenced by the recent release 
of Google’s Glass consumer optical HMD technology.  Such head-worn Human 
Computer Interaction (HCI) technologies have the potential for providing a natural 
method to augment human cognition while wearers interact with the natural environ-
ment.  More specifically, wearable AR has capabilities to deliver context-aware assis-
tance, combining and presenting multi-modal perceptual cues such as animation, 
graphics, text, video, voice, and tactile feedback via complementary wearable compu-
ting devices (e.g., digital gloves).   

AR technologies are becoming prevalent across a wide variety of domains includ-
ing military, commercial, education and training, entertainment, and medical applica-
tions.  For example, through decades of empirical research, wearable AR has  
demonstrated the capability of delivering on-demand assistance and training to medi-
cal personnel on a variety of medical tasks ranging from emergency medical first 
response and surgery to combat casualty care and public health relief efforts.  Howev-
er, despite many advancements recently demonstrated by wearable AR systems, there 
are several research gaps that must be addressed in order for wearable AR to achieve 
an adaptive and wearable HCI model that augments human cognition, and conse-
quently improves human performance.  A primary limitation across current AR tech-
nologies is the potential for presented information to obscure critical environmental 
cues or to distract, disrupt, or overload the user [37]. 

1.2 Cognitive Overload and Information Display   

A primary challenge presented by such advanced HCI technologies is the develop-
ment of scientifically-grounded methods for identifying appropriate information pres-
entation, user input, and feedback modalities in order to optimize performance and 
mitigate cognitive overload.  Such modality selection methodologies must be dynam-
ic, providing the capability to adapt interaction configurations to accommodate vari-
ous operational and environmental conditions; as well as user cognitive states, which 
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procedures for enhancing memory recall [22], and are used to facilitate the acquisition 
of factual information because they assist in the memory encoding process, either by 
providing familiar connections or by creating new connections between to-be-
remembered information and the learner [21].   

According to Bellezza [3], memory experts learn to create mental pictures that en-
dure in the mental space.  A medical pictorial mnemonic system has the capability to 
assist the recall of procedural steps in a single pictorial form, especially if depicted as 
intuitively formed symbols that are easily and immediately recognizable to the user.  
A study by Estrada et al. [12], using a pictorial mnemonic system for recalling avia-
tion emergency procedures found that the system facilitated the recall of uncommon, 
unfamiliar terms and phrases in a population to a level comparable to that of highly-
experienced pilots in just one week. These findings highlight the potential for such a 
mnemonic strategy to aid in the encoding of information into long-term memory.  
This encoding and catalytic recall method involves “chunking” multiple pieces of 
information into a picture format, resulting in decreased human cognitive overload 
and accelerated human decision making; thereby augmenting human task completion 
performance.  

1.3 Traditional Use of AR to Support Cognitive Load Reduction  

AR technologies have traditionally been employed to reduce task switching and asso-
ciated working memory load and attentional demands.  Neumann & Majoros [28] 
proposed that AR provides a complement to human cognitive processes via integrated 
information access, error potential reduction, enhanced motivation, and the provision 
of concurrent training and performance.  Bonanni, Lee, & Selker [6] provided evi-
dence that multimodal augmented interactions can enhance procedural task perfor-
mance, and suggested that providing visual cues decreases cognitive load because 
memory is a more complex process than pop-out in a visual search based on cueing 
and search principles from attention theory.  However, metrics of cognitive load were 
not directly assessed.  

Kim & Dey [19] demonstrated the effective use of context-sensitive information 
and a simulated AR representation combined to minimize the cognitive load, using 
user performance as a proxy for cognitive load assessment, in translating between 
virtual information spaces and the real world.  Similarly, Tang, Owen, Biocca, & Mou 
[35] demonstrated improved task performance using AR and suggested that AR sys-
tems can reduce mental workload on assembly tasks.  This study also addressed the 
issue of attention tunneling, indicating that AR cueing has the potential to overwhelm 
the user’s attention, reducing performance by causing distraction from important rele-
vant cues of the physical environment.  This phenomenon has yet to be explored using 
objective measures of user attention and associated cognitive workload.  Multiple AR 
studies have employed the NASA Task Load Index (NASA-TLX) to assess mental 
workload [4][5][23][36].  However, the TLX provides only subjective ratings of men-
tal workload and is not assessing in real time during task performance, relying on the 
user’s memory of perceived task demands.  
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Nagao [26] proposed that psychophysiological signals such as electroencephalo-
gram (EEG), electrocardiogram (ECG), and galvanic skin response (GSR) could be 
used to support personalization of AR interaction.  However, subsequent R&D has 
not fully explored this approach, with the majority of related research focusing on 
brain-computer interface (BCI) applications.  For example, Navarro [27] outlined a 
framework in which physiological measures such as EEG, heart rate, and body tem-
perature could be used to add intelligence to a wearable BCI predicting individua-
lized, programmable user behaviors, both offline and online. This functionality was 
predicted to support faster user response rates, and to support increased freedom and 
flexibility. This framework also included the option to selectively vary the weights 
from the various physiological inputs according to contextual factors.  Navarro also 
proposed that the incorporation of technologies such as AR and multimodal persona-
lized BCI techniques could be used to increase accuracy in dynamic environments, 
and that this functionality, combined with the adoption of wireless technologies, 
would support instantiation of this paradigm within increasingly mobile and dynamic 
contexts.  Scherer et al. [33] proposed the use of VR and AR in combination with 
hierarchical BCIs and learning models in order to increase BCI usability and interac-
tion with physical and virtual worlds.  Specifically, the proposed approach leverages 
the benefits of two paradigms of event related potential (ERP) stimuli: environmental 
stimuli and stimuli generated by mental imagery.  The goal of this approach was to 
combine environmental and user-generated inputs within a hierarchical BCI system 
capable of adapting to individual users. 

A primary multi-modal HCI gap that must be addressed in order for wearable AR 
to improve human working/long term memory involves real-time assessment of cog-
nitive workload and real-time adaptive information presentation to mitigate cognitive 
overload. 

2 An Augmented Cognition Framework for Adaptive AR  

AugCog R&D is grounded in a multi-disciplinary scientific approach to addressing 
issues of human-technology interaction through a blending of cognitive science, hu-
man factors, and operational neuroscience.  While much of the research in this field 
has focused on the use of physiological assessment metrics to drive real-time adaptive 
HCI, this paradigm has yet to be applied and validated within the context of AR. 

A framework and research methodology is proposed to support instantiation of 
adaptive AR to reduce cognitive load and contextually adapt to an individual’s envi-
ronment or cognitive/physiological state (e.g., stress) using AugCog principles.  Spe-
cifically, we propose real-time monitoring and assessment of neurophysiological 
measures capable of indicating user cognitive workload, and specifically differentiat-
ing between verbal working memory and spatial working memory.  Within this 
framework, indices of cognitive workload would drive a closed-loop HCI adaptive 
AR interface, reducing information presentation to the user during periods of high 
workload and increasing information as appropriate during periods of low workload.  
The proposed system would further differentiate between verbal working memory 
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overload and spatial working memory overload, adapting information presentation as 
necessary to avoid overtaxing one working memory system.   

Additionally, a key component of the proposed framework is the integration of 
neurophysiological metrics with contextually-relevant environmental and interac-
tion/performance-based measures to optimize modality selection in real time.  The 
goal of such a methodology is to extend human cognitive capabilities while remotely 
interoperating with a network of federated computing services.   

3 Medical Procedure Assistance Use Case  

The following provides a use case scenario selected from the medical domain involv-
ing cognitive, psychomotor, and perceptual skills within a dynamic operational envi-
ronment. 

 

Fig. 3. Medical AR system 

Recent wearable AR medical research from Azimi, Doswell, and Kazanzides [2] 
demonstrated the use of context-aware wearable AR for use in surgical assistance 
with future implications of augmenting human perceptual cues via multi-modal cogni-
tive cues.  

Surgical resection is one of the most common treatments for brain tumors.  The 
treatment goal is to remove as much of the tumor as possible while sparing the 
healthy tissue.  Image guidance using preoperative Computed Tomography (CT) or 
Magnetic Resonance Imaging (MRI) is frequently used because it can more clearly 
differentiate diseased tissue from healthy tissue.  Most image guidance devices con-
tain special markers that can be easily detected by a computer tracking system.  Re-
gistering the tracker coordinate system to the preoperative image coordinate system 
gives the surgeon “x-ray vision”.  However, this modality can be challenging for the 
surgeon to effectively use a navigation system because the presented information is 
not physically co-located with the operative visual display field, requiring the surgeon 
to look at a computer monitor rather than at the patient.  This is especially awkward 
when the surgeon wishes to move an instrument within the patient while observing 
the display.  Such ergonomic issues may increase operating times, fatigue, and the 



110 J.T. Doswell and A. Skinner 

 

risk of errors.  Furthermore, most navigation systems employ optical tracking due to 
its high accuracy, but this requires line-of-sight between the cameras and the markers 
in the operative field, which can be difficult to maintain during the surgery. 

After researchers observed surgeries, particularly neurosurgeries, and discussions 
with surgeons, they identified a need to overlay a tumor margin (boundary) on the 
surgeon’s view of the anatomy, which served as a pictorial mnemonic; triggering 
memory recall and visual landmarks to cognitively assist the surgeon in accurate 
completion of a psychomotor procedure.  It was also desired to correctly track and 
align the distal end of the surgical instruments with the preoperative medical images.  
The aim of the research was to investigate the feasibility of implementing a head-
mounted tracking system with an AR environment to provide the surgeon with visua-
lization of both the tumor margin and the surgical instrument in order to create a more 
accurate and natural overlay of the affected tissue versus healthy tissue, and hence, 
provide a more intuitive human-computer interface [2].   

The resulting wearable AR allows the surgeon to see the precise boundaries of the 
tumor for neurosurgical procedures, while at the same time providing contextual over-
lay of the surgical tools intraoperatively, which are displayed on optical see-through 
goggles worn by the surgeon.  This makes it feasible for AR, as the overlay provides 
the most pertinent information without unduly cluttering the visual field.  It provides 
the benefits of navigation, visualization, and all of the capabilities of the existing 
modalities and is expected to be comfortable and intuitive for the surgeon. 

The majority of related research has focused on AR visualization with HMDs, 
usually adopting video see-through designs.  Many of these systems have integrated 
one or more on-board camera subsystems to help determine head pose [13][16][31] 
and some have added inertial sensing to improve this estimate via sensor fusion [8].  
None of these systems, however, attempt to provide a complete tracking system and 
continue to rely on external trackers.  

Combining the aforementioned wearable AR intervention with multi-modal sen-
sors that track both dynamically changing internal and external stimuli, surgeons may 
visually monitor on the AR display feedback based on their cognitive fatigue and 
stress level as well as performance based multi-model cues including, but not limited 
to multimedia mnemonics that augment’s the surgeon capability to better perform the 
surgery.  

4 Conclusions and Future Work  

Wearable AR has the capabilities to deliver context-aware assistance as multi-modal 
perceptual cues combining animation, graphics, text, video, and voice as well as tac-
tile feedback to complementary wearable computer devices (e.g., digital gloves). A 
primary challenge presented by such advanced HCI technologies is the development 
of scientifically-grounded methods for identifying appropriate information presenta-
tion, user input, and feedback modalities in order to optimize performance and miti-
gate cognitive overload.  Such modality selection methodologies must be dynamic, 
providing the capability to adapt interaction configurations to accommodate various 



 Augmenting Human Cognition with Adaptive Augmented Reality 111 

 

operational and environmental conditions, as well as user cognitive states, which 
change over time in response to task demands and factors such as sleep, nutrition, 
stress, and even time of day.  Ideally, interaction technologies should be capable of 
adapting interaction modalities in real-time in response to task, environmental, and 
user psychophysiological states.  The field of Augmented Cognition (AugCog) has 
demonstrated the technical feasibility of utilizing psychophysiological measures to 
support real-time cognitive state assessment and HCI reconfiguration to mitigate cog-
nitive bottlenecks within a wide variety of operational environments.   

Researchers will continue to explore how to integrate a dynamically changing sen-
sor/software framework into a context-aware AR platform [1][2][10][11] to augment 
human perceptual capabilities and improve human performance.  
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