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Abstract. In this work we focus on a specific application named “1x1 trainer” 
that has been designed to assist children in primary school to learn one digit 
multiplications. We investigate the database of learners’ answers to the asked 
questions by applying Markov chain and classification algorithms. The analysis 
identifies different clusters of one digit multiplication problems in respect to 
their difficulty for the learners. Next we present and discuss the outcomes of 
our analysis considering Markov chain of different orders for each question. 
The results of the analysis influence the learning path for every pupil and offer 
a personalized recommendation proposal that optimizes the way questions are 
asked to each pupil individually. 
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1 Introduction 

Generally, recommender algorithms use the implicit data generated through monitor-
ing the users’ interactions with the underlying system to understand better the hidden 
users’ preferences. Once the users’ interests are known, the system can provide per-
sonalized recommendations to the users that best suites their needs and interests. 

Recommender systems in e-learning applications follow the same approach [1]. 
The analysis of chronological user activities or user traces (sometimes called user 
navigation) helps to provide personalized recommendations to the users [2].  

Learning applications in particular can benefit from such an approach too. Duval 
[3] pointed out that we have to think about learners’ traces and their learning efforts. 
Siemens and Baker [4] defined learning analytics as the measurement, collection, 
analysis and reporting of data about learners and their contexts, for purposes of under-
standing and optimizing learning as well as the environments in which it occurs.  

Graz University of Technology has been developing math trainers since 2010 with 
the aim to improve the basic math education for primary schools [5]. First of all the 
1x1 trainer [6] was implemented followed by the multi-math-coach [7] as well as the 
addition / subtraction trainer [8]. All applications can be used for free at the URL: 
http://mathe.tugraz.at.  
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In primary school, learning the one digit multiplication table is one of the major 
goals in the four-year lasting education. The learning problem seems to be trivial at 
first glance, but by studying the literature several difficulties unfold: Language impli-
cations in general [9], the role of math as first non-native language [10], pure “row 
learning” [11] etc. 

Therefore a web-based application was developed which on the one side can assist 
the learning process of the pupils and on the other side can enhance the pedagogical 
intervention of the teachers. The full implementation, the intelligent algorithm and the 
first results are described in [6].  

Several educational, pedagogical and psychological surveys classify various pu-
pils’ common errors in one digit multiplications. One common finding is the problem 
size effect [12][13]. Large multiplications such as 9*8 tend to have a higher error rate 
than smaller ones, such as 2*3. Therefore this set of questions is assumed to be more 
difficult to learn. [14], predict that errors in simple multiplication are more probable, 
if they contain the same digit as the correct result. Some studies investigated on easy 
and difficult groups of questions and denoted patterns of easy questions to learn, such 
as doubles, times five and square numbers [15, 16, 17]. However we could find no 
previous work dealing with the problem of one digit multiplication table computa-
tionally and analytically.  

We have already made a first computational analysis on the provided dataset, using 
a Markov chain model and classification algorithms, to discover some common struc-
tures within the answers of the pupils. These structures help to better understand the 
pupils’ behavior especially when they answer to the set of difficult questions. The 
results and the analysis are published in [18]. In this paper we present in more detail 
the clustering algorithm that is used to identify different difficulty classes in one digit 
multiplication problems. Furthermore, the outcomes of the analysis from our new 
Markov model are presented and discussed. The results are then used to influence the 
learning path within the application and hence provide a proposal for basic recom-
mendation of the asked question’s sequence.  

2 Methodology – Markov Chains 

Markov chains are used to model stochastic processes such as navigation models. 
There are many works investigating on Web navigation and human navigation pat-
terns on World Wide Web such as [19, 20, 21]. Another example is the Random Sur-
fer model in Google’s PageRank algorithm that can be seen as a special case of a 
Markov chain [22], where Web pages are represented as states and hyperlinks as 
probabilities of navigating from one page to another. In our model the answer types to 
each question represent the states and the probabilities to the answer type of the sub-
sequent same question in the sequence as transition links between states. In this sec-
tion we introduce the Markov chains formally. 
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A finite discrete Markov chain of the first order is a sequence of random variables 
X1, X2, X3, …, Xn for which the following Markov property holds:  

P (Xn+1 = xn+1 | X1 = x1, X2 = x2, …, Xn = xn) = P (Xn+1 = xn+1 | Xn = xn). (1)

We assume that the probabilities do not change as a function of time, hence the 
Markov chains are time-homogeneous. 

A Markov chain of order k is described formally as follows: 

P (Xn+1 = xn+1 | X1 = x1, X2 = x2, Xn = xn) =  
P (Xn+1 = xn+1 | Xn = xn, Xn-1 = xn-1, …, Xn-k+1 = xn-k+1). 

(2)

The Markov chain of first order is characterized as memoryless, meaning that the 
next state depends only on the current state. Considering the Markov chain of order k, 
the probability of the next state depends on the k previous states. 

The Markov model is represented as a matrix P of all stochastic transition probabil-
ities between the states. Hence for n states, the Matrix P is of size n*n. Each row in 
the matrix represents the stochastic transition probabilities from one state to all the 
other states. As a result the sum of probabilities within a row is always 1.0. 

3 Answer Types 

In this paper we perform our analysis on the dataset from the database of “1x1 train-
er” application. The application puts each question to the pupils at least two times. 
Based on whether the submitted answers in the user history are correct or not, the 
answers for each question are classified into one of six different answer types. If a 
pupil answers a question for the first time correctly (answer type R that stands for 
RIGHT), the same question is asked once again later to ensure that the answer is truly 
known by the pupil. If a question is answered correctly for the second time (answer 
type RR), the application assumes that the user had already truly known the answer to 
the asked question. In contrast, if the pupil answers the question incorrectly in the 
second round (answer type RW) the application keeps asking the same question later 
on till the pupil answers it correctly (answer type WR). Answer type W (stands for 
WRONG) implies the first incorrect answer to a question. Answer type WW implies 
an incorrect answer to a question after a preceding wrong answer.  

Table 1 lists these six defined answer types and their definitions. The following ex-
ample illustrates how the answer types are assigned to each given answer. Assuming 
the application has asked a pupil the question 9*3 5 times in his history and the pu-
pil’s answers have been as follows: 27, 24, 26, 27, 27. The assigned answer types for 
this set of answers would be: R, RW, WW, WR, RR. The defined answer types build 
the states of the Markov chain model in our analysis. 



 Markov Chain and Classification of Difficulty Levels Enhances the Learning Path 325 

 

Table 1. Six different answer types and their definitions. “R” stands for “Right” and “W” for 
“Wrong” 

Answer type Definition Preceding answer Current answer 

R First correct answer - R 

W First wrong answer - W 

RR Correct answer given a 
preceding correct answer 

R R 

RW Wrong answer given a pre-
ceding correct answer 

R W 

WR Correct answer given a 
preceding wrong answer 

W R 

WW Wrong answer given a pre-
ceding wrong answer 

W W 

4 Difficult Questions  

In this section we begin with the analysis of probabilities and reaction times to identi-
fy the questions that are most difficult for the pupils. The probabilities of the occur-
ring answer types in the dataset reveal the most difficult questions. To identify the 
difficult questions most efficiently we divided the dataset to two subsets. The first 
subset includes only the R and W answer types. These are the questions that are put to 
the pupils by the application and answered by the pupils for the first time. The goal is 
to identify the questions that were mostly already known (hence easy) and those that 
were mostly already unknown (hence difficult) to the pupils before a learning process 
actually begins within this application. The second subset includes only RW, WR and 
WW answer types. These are the unknown questions answered by the pupils at least 
for the second time. The goal is to identify the most difficult as well as easiest ques-
tions within this subset of data. These are the questions that the pupils have repeated 
the most and least times till they got the correct answer. 

4.1 Subset of R and W Answer Types 

Figures 1 illustrates the questions that are quite easy (known by a high percentage of 
pupils) and the ones that are rather difficult (unknown by a high percentage of pupils). 
The 1x1 trainer application provides 90 multiplication problems (1*9 to 10*9), hence 
10 rows and 9 columns in the heatmap. The heatmap illustrates that the multiplica-
tions where 1, 2, 5, and 10 occur as operands can be classified as easy or most known 
questions, whereas 3, 4, 6, 7, 8 and 9 as operands build multiplications that can be  
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classified as difficult or most unknown. From the first view it could be inferred that 
the pupils knew most of the questions beforehand. 7*8 and 6*8 are the first two ques-
tions that the most number of pupils have difficulties. 

 
Fig. 1. Heatmap of the asked unknown questions (multiplications) proportionally within the 
subset of R and W answer types. The rows correspond to the first operand of the multiplication 
and the columns correspond to the second operand. 

If we consider the reaction times consumed by the pupils - especially for the set of 
known (easy) answers (R answer type) - we can observe that the pupils need more 
time for the identified difficult unknown questions than for the identified easy ones. 
Figure 2 illustrates this result in a heatmap. It shows the average time consumption for 
each question individually from the set of known questions. This observation con-
firms our results about the identified difficult and easy questions.  

 

Fig. 2. Heatmap of the average time consumption from the set of asked known questions (mul-
tiplications) within the subset of R and W answer types. The rows correspond to the first ope 
and of the multiplication and the columns correspond to the second operand. 
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4.2 Subset of RW, WR and WW Answer Types 

Figure 3 illustrates the histogram of the 30 most difficult questions within this subset. 
6*8 and 7*8 are again the first two questions that have the highest probabilities. Fig-
ure 4 is a heatmap that illustrates the questions that are quite easy to learn (low proba-
bilities) and the ones that are rather difficult (high probabilities). It is can be seen 
again that the multiplications where 1, 2, 5, and 10 occur as operands can be classified 
as easy to learn questions whereas 3, 4, 6, 7, 8 and 9 as operands build multiplications 
that can be classified as difficult. 

 

Fig. 3. Histogram of the most 30 difficult questions within the subset of RW, WR and WW 
answer types. 

 

Fig. 4. Heatmap of the probabilities of questions (multiplications) within the subset of RW, WR 
and WW answer types. The rows correspond to the first operand of the multiplication and the 
columns correspond to the second operand. 

Considering the reaction times within this subset for correct answers (WR answer 
types) we can observe the same results as we did in the first subset (R and W answer 
types). Figure 5 illustrates this result in a heatmap. It shows the average time con-
sumption for each question individually from the set of correct answers (WR answer 
type). This observation reinforces our beliefs about the identified difficult and easy 
questions. 
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Fig. 5. Heatmap of the average time consumption from the set of correct answered question 
(multiplications) within the subset of RW, WR and WW answer types. The rows correspond to 
the first operand of the multiplication and the columns correspond to the second operand. 

5 Classification of Questions 

The goal is to classify the questions into different difficulty levels. The categorization 
bases on one dimensional data that represent the occurrence probabilities of answer 
types within the observed dataset. Beginning with the hypothesis that there are three 
difficulty levels, we used the k-means algorithm [23] to compute the three clusters. 

Figure 6 shows one possible hard classification of the data. Each data point is as-
signed to a specific cluster; the decision boundaries between them are linear. The 
algorithm is sensitive to the configuration of its initial iteration i.e. the assumption 
about the position of the cluster means. It is suggested that one runs the k-means algo-
rithms several times with different starting cluster means (usually randomly chosen 
samples from the dataset). Due to the fact that we had prior knowledge and interpreta-
tion for our data, each time we ran the algorithm we divided the sample's values in 
three equal intervals. In a second step we picked randomly a sample (that had a value 
in a particular interval) to be the initial mean point of its corresponding cluster. Dif-
ferent runs in our training data reveal that the number of questions that are classified 
as difficult varies between four to eight. Figure 6 shows the first difficulty level iden-
tified by 3-means algorithm. It contains eight questions that own the highest proba-
bilities within the dataset. The second difficulty level contains twenty two questions. 
The biggest cluster contains the set of easiest questions involving sixty questions with 
the least probabilities. 
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Fig. 6. Clusters representing the difficulties of questions as computed by the 3-means algo-
rithm. The upper figure demonstrates the three identified difficulty levels. The lower figure 
shows the questions within the first level difficulty cluster. 

In a second step we tried to identify the optimal number of clusters that best classi-
fies one digit multiplication questions with respect to their difficulty. We ran the k-
means algorithm using different number of clusters. The choice of the initial mean of 
each cluster was made in the same manner as in the three clusters case. Due to the fact 
that our training data contain only ninety samples and we don't have a test set, we used 
k-fold cross-validation to provide an estimate of the test error [24]. The quality measure 
that was used to indicate a potential improvement in our choice between different num-
ber of clusters was the averaged cumulative distance. The algorithm stops when the 
cumulative distance converges to prevent overfitting. The algorithm suggests that the 
optimal number of clusters is six. The cluster representing the most difficult problems 
contains 4 questions (level one) followed by 10 questions in level two.  

Figure 7 illustrates the six identified difficulty levels. 

 
Fig. 7. Clusters representing the difficulty levels of questions as computed by the 6-means 
algorithm. 
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6 Markov Chain Analysis 

In our Markov chain model the answer types to each question represent the states. The 
probability to the answer type of the subsequent same question in the sequence cha-
racterizes the transition link between these states. In other words, for each of the nine-
ty questions we apply our Markov chain model individually.  

Figure 8 illustrates the three dimensional plot of the Markov chain of six orders 
and all questions. For k >=2 the plots show the portion of each last (k-th) answer type 
for each question individually. As expected, most of the pupils answer the questions 
correctly once they get the questions for the first time. This can be observed in the 
first plot (high proportion of answer type R for k = 1). In the second round (k = 2) the 
majority of answer types are RR, which means that the pupils mostly answer correctly 
once they get the same question for the second time. The proportion of R and W an-
swer types comes to 0% while k >=2. This is in accordance with our definition of R 
and W answer types. They imply the correct and wrong answers to a question for the 
first time (without any preceding answer). A common observation over all questions 
is that the proportion of answer type RW decreases whereas the proportion of answer 
types WR and WW increases in k >=4. This occurs because a question that is asked 
repeatedly (ascending k) has a higher probability of not being answered correctly in 
the past (preceding steps). Looking precisely to each question individually we can 
observe a remarkable difference in the proportion of k-th answer type in different 
difficulty levels. This proportion value acts as a measure in our recommendation pro-
posal to weight each question depending on k (the step in which the application must 
decide which question to put as next). 

 

 

Fig. 8. Markov chains of all questions for k = 1 to 6. The x axis represents the question ids. The 
y axis represents the last (k-th) answer type within the chain of the length k. The z axis 
represents the proportion of last (k-th) answer type for each question and order k. 
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7 Future Work 

The goal of our research was to develop applications for basic math education, which 
allow individualized learning. Each child should be assisted on its own and personal 
way. The data analyses presented in this publication will help to improve the applica-
tion in two different ways: the current empirical estimated difficulties of the question 
have to be adapted to the difficulty levels we have identified through this work. As-
suming a pupil answers the question X from the difficulty level n correctly. The next 
question (Y) should be selected from the difficulty level m whereas either m=n (the 
same) or m=n+1 (the next higher difficulty level n+1). If a pupil answers the question 
X from the difficulty level n incorrectly, the next question (Y) should be selected 
from the difficulty level m whereas either m=n (the same) or m=n-1 (the preceding 
lower difficulty level n-1). The proportion measure p from the analysis of Markov 
chains introduced in this work will be used as selection criterion from the set of new 
difficulty level m. For each candidate question Y within the set of difficulty level m 
and step k (the k-th time the pupil will answer to the question Y) the question Y that 
owns the highest proportion rate referring to answer type WR or RR will be selected. 
The chosen answer type depends on the preceding answer type (W or R for step k-1) 
to that question (Y).  

8 Conclusion 

In this work we analyzed the dataset from “1x1 trainer” application that was designed 
for primary school children to learn one-digit multiplications. We identified the ea-
siest and the most difficult questions by looking through the probabilities of different 
answer types of the pupils in two different subsets. The reaction time of the pupils for 
answering the questions was also taken into consideration. The result from both data 
sets was almost the same. The multiplications where 1, 2, 5, and 10 occur as operands 
can be classified as easy to learn, whereas 3, 4, 6, 9, and especially 7, 8 operands 
build multiplications that can be classified as difficult. We classified the questions 
into three difficulty levels (difficult, intermediate and easy) using k-means algorithm. 
We gained eight difficult, twenty two intermediate and sixty easy questions totally. 
The identified class of difficult questions contains the following eight multiplications: 
6*8, 7*8, 8*6, 8*7, 8*4, 8*8, 6*7 and 4*8. As can be seen, the difficult set is charac-
terized mainly by the operand 8. 

Next we identified an optimal number of clusters that best classifies one digit mul-
tiplication questions in respect to their difficulty. The algorithm suggests that six clus-
ters can optimally represent the different difficulty levels of the questions. 

Our Markov model analysis for each question leads to a measure that can be used 
in the recommendation proposal to improve the question selection algorithm in the 
application. 
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