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Abstract. The appearance of valuable Linked Data sources as part of
the LOD in the last few years and the emergence of Semantic Web ser-
vices has opened new horizons for web and data research. Moreover,
machine-understandability of semantics allows for efficient search and
integration of data. Based on the existing standards and techniques, we
address the problem of searching data and services in the LOD. Further-
more, we aim to introduce an approach that integrates data queries with
data from service calls and compositions. However, many challenges and
issues need to be resolved in order to achieve such a goal. In this paper
we briefly discuss some of such problems and solutions.
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1 Introduction

The appearance of valuable Linked Data sources such as DBPedia1, YAGO[19],
Freebase2 and the advent of the Linked Open Data cloud3 (LOD) has allowed
access to terabytes of machine-understandable data. According to LODStats4,
a very recent LOD monitor[3], there are more than 61 billion triples over 2289
datasets in the LOD. However, many issues and challenges came up with the
LOD such as :

– Some non-static content of the LOD can be outdated quickly unless the
sources are updated frequently to provide fresh yet up-to-date information.
For example, YAGO5 which is a knowledge base extracted from Wikipedia6

hasn’t been updated since late 2012. Another example is the population of
Paris in DBpedia which is not up to date even in its DBpedia Live7 version
that comes right from Wikipedia.

1 http://www.dbpedia.org/
2 http://www.freebase.com/
3 http://linkeddata.org/
4 http://stats.lod2.eu/
5 www.mpi-inf.mpg.de/yago-naga/yago/
6 http://www.wikipedia.com/
7 http://live.dbpedia.org/
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– Data can be incomplete and needs complementary parts of information from
other sources that don’t necessarily belong to the LOD[14]. For example,
events, places or friends around Paris are relatively important information
for a user, yet these dynamic and social information doesn’t reside in the
LOD and require the usage of dedicated social APIs.

– Obviously, lots of data that lies within the WWW doesn’t appear yet in the
LOD. Lots of modeling and publishing efforts are needed to publish data as
Linked Open Data.

On the other side, there are thousands of public Web Services (WS) that provide
fresh and good quality information[14]. ProgrammableWeb8 is one example of
Service repositories that indexes more than 10 000 web service. Thus, results of
queries on LOD can be enriched with fresh and complementary data from web
services that hide lots of exploitable data. However, finding relevant WS and
integrating their provided data with LOD data is quite a hard task and requires
a lifting of web services to the semantic level. Semantic Web Services (SWS) are
a key raw material for such an integration that are still not abundant but lots
of research has been led on their description, discovery, and composition[9].

2 State of the Art

The aforementioned motivation covers a crossing of many Semantic Web appli-
cations including Linked Data management in the LOD and SWS publishing,
discovery and composition. This section presents some state-of-the art work enu-
merated by their application category.

2.1 Query Processing in the Linked Open Data Cloud

Lots of recent and competitive works address the processing of distributed RDF
stores. They can be classified into 2 branches[7,4]:

1. Distributed approaches: that target the distributed remote LOD sources.
They can be divided into :1.a) Look-up based approaches that download
all the data from the remote LOD sources and run the queries locally. The
lookup can be done either before execution like in [5] or on the fly during the
query answering like in [6]. 1.b) Federation based approaches like [17] that
send sub-queries to the remote SPARQL endpoints to be executed remotely
then aggregates the returned results.

2. Parallel processing approaches like [4,8] that consider the Linked Data as
Big Data and use parallelization techniques like MapReduce among others
to process the large amounts of RDF triples. However, parallel processing
requires bringing all the data sets to the processing cluster or cloud infras-
tructure, quite like in the lookup based approaches.

8 http://www.programmableweb.com/

http://www.programmableweb.com/
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The choice of linked data processing approach depends on the usage scenario.
Parallel and lookup based approaches fit best for high performance in terms of
response time but require lots of bandwidth and costs to download or keep the
data sets up to date. Federated approaches allow to get updated data directly
from the sources without downloading as the queries are processed at their cor-
responding sources. However, this late advantage is also a shortcoming because
delegating queries to remote sources can delay considerably the execution time
if some sources are slow or busy.

2.2 Semantic Service Discovery

A lot of research has been carried out in the last decade on semantic service
discovery. The survey in [10] shows some of the latest SWS discovery tools and
compares them based on many criteria. There are 3 famous benchmarks for
SWS discovery that allow evaluating the existing approaches : SWS challenge9,
Semantic service selection (S3) contest10 and The Web Service Challenge (WS-
Challenge)11. According to the surveys in [10,9], the ongoing semantic service
discovery research can be categorized based on many criteria:

1) Service description : Depending on the description elements; i.e. functional
elements (Inputs, Outputs, Preconditions and Effects IOPE) and non-functional
elements (QoS, etc), service discovery approaches can be categorized into
functional-based and non-functional-based approaches.
2) Technique : Despite description elements and language, the research on SWS
discovery can be categorized into : 2.a) Logic-based approaches that reason on
the semantic description elements of SWS using a semantic reasoning technique.
2.b) Non-logic based are mostly based on textual similarity of concept names.
2.c) Hybrid techniques that combine both techniques.

2.3 Data and Service Search

Aggregated Search of Data and Services[12] proposes to answer an SQL-like data
query on XML datasets and RDBMS and propose relevant services to the latter.
It generates a semantic graph for I/O of WSDL services using a user provided
ontology and Wordnet12. After that it matches the query keywords with the
generated service semantic graph keywords to find relevance and propose services
to the user. It uses a non-logic based textual similarity to discover services.
Therefore, this approach needs to be adapted to allow a search for semantic
data and services as semantics allow for advanced reasoning that offers more
accurate results. Moreover, many shortcomings can be considered such the error
rates due to the automatic generation of semantic descriptions.

ANGIE[14] is a tool to enrich an RDF store with information from REST-
ful and SOAP-based services. The approach relies on mappings between the

9 http://sws-challenge.org/wiki/index.php/Main_Page
10 http://www-ags.dfki.uni-sb.de/~klusch/s3/
11 http://ws-challenge.georgetown.edu/
12 http://wordnet.princeton.edu/

http://sws-challenge.org/wiki/index.php/Main_Page
http://www-ags.dfki.uni-sb.de/~klusch/s3/
http://ws-challenge.georgetown.edu/
http://wordnet.princeton.edu/
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concepts in the RDF store and elements of XML data provided by services. It
assumes that WS are described according to a common global schema defined
by a provided ontology like YAGO. The idea is to make the data provenance
transparent to the user and invoke web services on-the-fly to answer queries. To
answer a user query, services are composed and invoked following an execution
plan generated on basis of the global schema and not on the descriptions of WS.
At the execution level, services in repositories are matched with the composition
requirements, then their results are mapped with the global schema. However,
the global schema assumption can only be true in domain-specific WS repos-
itories and doesn’t fit to the diversity and heterogeneity nature of the LOD.
Furthermore, the evolution of SW repositories (new services, new ontologies,
etc) makes it difficult to maintain a global schema even for a specific domain.

Sig.ma[20] is an entity search tool that uses Sindice[11] to extract all related
facts for a given entity. Sindice is a offers a platform to index, search and query
documents with semantic markup in the web. It crawls the web continuously to
index new documents and update the indexed ones. Both Sig.ma and Sindice
are document-based and don’t offer SWS discovery features or search for data
using SWS.

3 Problem and Contributions

The semantic web is a fast growing research field and its standards and tech-
nologies are being more and more adopted especially by organizations and open
data providers13. With such promising future, research can be pushed further
on semantic web services and how to better involve them in the LOD[1].

As we stated in section 1, users need to search for linked data and complete the
LOD answers with semantic web services. In parallel developers need an easy way
to discover useful services to integrate in their mashups and applications built
on Linked Data. To our knowledge, there is no existing tool that fully supports
such a search over the LOD and existing similar aforementioned approaches are
limited to some constraints and usages that are incompatible with the nature
and the content of the LOD. Therefore, many techniques and tools can be put
together and reused to achieve the determined goal. However, there are many
issues that can be identified when it comes to putting all the pieces together :

– How to understand the user query and how to convert it into a service re-
quest ? How to deal with the different query templates that use UNION,
OPTIONAL, FILTER, etc. The parameters of the service request must ex-
tracted from the data query, definitions of concepts must be extracted. In-
puts, outputs and conditions must be distinguished.

– Is there a need for extending SPARQL 1.0 (or SPARQL 1.1) for sufficient
expressivity in order to adapt the user query to the service requests. If yes,
then how to define this syntax [2] and how to rewrite these no-standard
queries to send them to SPARQL endpoints in the LOD.

13 http://www.huffingtonpost.com/steve-hamby/

semantic-web-technology b 1228883.html

http://www.huffingtonpost.com/steve-hamby/semantic-web-technology_b_1228883.html
http://www.huffingtonpost.com/steve-hamby/semantic-web-technology_b_1228883.html
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– How to address the heterogeneity of SWS descriptions? How to request ser-
vices from multiple SWS deployed in a distributed fashion in the LOD? How
to select, aggregate and rank the discovered services.

– How to compose services on the fly in order to answer the user query and
integrate the results with linked data.

– How to expand the relevance criteria for service requests by entailing hier-
archy and similarity between concepts ?

– How to measure the accuracy of the resulting services and verify the coher-
ence of the resulted data ? I/O are not sufficient to find accurate services
and compositions. As shown in [21], the SWS in our case are data providers
and they have specific constrainsts on I/O. [15] introduces a representation
method for IOPE that explicitly defines the link between I/O based on Pre-
conditions and Effects using SPARQL.

Our goal is to provide a provide a platform that allows to combine a search
of linked data and services to find both data and relevant services that can be
mashed up with. Such a search often requires distinct queries : a) queries that
lookup in the LOD to find data and b) service requests that discover relevant
services in some SWS repositories. Our contribution is to provide a platform
that allows to search for both starting from a data query, i.e. a query intended to
search only for data. Starting from such a query, we automatically extract service
requests and find relevant services to that data or generate service compositions
that provide complementary data. Section 4 shows briefly our approach and
some of what we have achieved so far.

Preliminarily, we assume that Semantic Web Services are described using any
RDF based description language/ontology: OWL-S, WSMO, MSM, etc. These
services are published in public repositories and are either stored in RDF stores
behind SPARQL points or simply as RDF dumps. Many tools already provide
that feature (iServe[13] LIDS[18]). The Inputs/Outputs are important parts of
the descriptions that should reference to existing ontologies. Moreover, the links
between Inputs and Outputs are essential for high accuracy service discovery
and composition.

4 Proposed Approach

The goal of our approach is not to replace the existing efforts but to push the
research further by building on top of them. Based on the statements in section
1, we want our approach to focus on Linked data and Semantic Web Services
and we differentiate it by exploring the potential of the existing standards and
techniques in Semantic Web.

When a SPARQL query is submitted by a user or an agent, it launches two
disjoint processes that can be joint later by aggregation. One process is dedicated
to manage the query answering in the LOD data sources. The later sources are
distributed and either accessible via SPARQL endpoints or dumped in RDF
files. An appropriate technique among the ones mentioned in section 2.1 must
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be used depending on the data source natures and the appropriate optimization
and rewriting are performed at this level.

The other process is dedicated to discover and possibly compose services that
are relevant to the data query. To deal with the heterogeneity of the SWS de-
scriptions and the distributed deployments of repositories containing them, we
choose to issue service requests in SPARQL queries adapted to each description
language. This allows us to natively select SWS and perform logical reasoning on
their descriptions to extend the search capabilities. Furthermore, this allows us
deal with the heterogeneous descriptions more effectively without intermediate
mapping tools.

The data query is analyzed to extract elements that can be used as I/O for a
service request. Outputs are simply the selected variables of the query. Inputs are
the bound values that appear in the triples of the query. The links between Inputs
and Outputs can be established as Preconditions and Effects and represented
using SPARQL as in [15].

SPARQL operators like OPTIONAL, UNION, FILTER, etc can reveal the
preferences of the user for service discovery and composition. For instance, the
I/O extracted from an Optional block probably mean that the user wants services
that don’t necessarily provide the optional parts.

A crucial step follows in which ontological concepts are attributed to I/O
in order to make accurate service requests. Typically, and rdf:type property in
the query declares the concept of a given element. However, many issues arise
when this declaration is missing in the query. Moreover expanding the search of
relevant concepts to sub, super or similar concepts requires finding such concepts
in the corresponding ontologies or in the LOD. Among the issues is the cost of
requests from the servers that store the ontologies or the services.

Once the service request elements are gathered, service discovery queries are
issued in SPARQL using specific templates that correspond to each SWS descrip-
tion language. We retain two possible kinds of use cases for service selection. In
the first, the user would like to select services that provide him the same data
as in his query, as if he is looking for SWS alternatives to LOD sources. In
the second the user wants to find any services that provide parts of his desired
outputs or consume some of his provided inputs. The latter case is practical in
assisting the user in building mashups on the go. Automatic service composition
comes next to provide composite services that provide answers or complementary
information to the user query.

A last aggregation step integrates both results from data sources and services
in case composite services where composed and invoked. Otherwise, the relevant
services to the query are ranked and ordered by their relevance.

The methodology of our research is guided by the global process described
in this section. At a first stage, we need to focus on understanding the user
queries and transforming them into service requests. At the same time, existing
and emerging issues must be solved. Next, we can address the SWS discovery
and composition and see what are the issues related to our goal that need to be
resolved. On the data side, the query federation issues must be addressed, espe-
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cially for SWS repositories. Caching and rewriting techniques must be conceived
and tested in our particular usage scenario.

Evaluating the performance and measuring the accuracy of the established
discovery and composition algorithms would allow us to partially validate our
approach and confirm its feasibility. Evaluation can be made at two levels :

1. Low level : at this level, we will evaluate distinctly the performance of our
query answering, service discovery and service composition using dedicated
benchmarks and test collections such as FedBench[16] for data querying or
OWL-S-TC14 for service discovery.

2. High level : at this level, we will evaluate jointly all the features above put to-
gether to measure the accuracy and the performance of our search platform.
A major constraint for this evaluation is to use data and service test col-
lections that contain mutually equivalent data; i.e. common concepts, com-
mon ontologies, etc. Moreover, data and services should be deployed in a
distributed fashion as in the LOD. Another challenge is to provide typi-
cal queries and typical answers in order to compare them to the platform
answers and measure the accuracy.

5 Preliminary Implementation

We have already implemented a prototype that allows via a GUI to write a
SPARQL query and execute the data and service queries. On the data side, we
currently use FedX [17] to process the data queries on the LOD. On the service
side, we have written preliminary algorithms to write service requests from data

Fig. 1. Process of SWS discovery in using a data query

14 http://projects.semwebcentral.org/projects/owls-tc/

http://projects.semwebcentral.org/projects/owls-tc/
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queries and answer them from SWS repositories that have SPARQL endpoints.
Figure 1 gives an overview of the service discovery process that we have made
so far.
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